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1. Introduction

Wireless communications are nowadays a dominant part of our lives: from domotics, through industrial applications and up to infomobility services. The key to the co-existence of wireless systems operating in closely located or even overlapping areas, is sharing of the spectral resource. The optimization of this resource is the main driving force behind the emerging changes in the policies for radio resources allocation. The current approach in spectrum usage specifies fixed frequency bands and transmission power limits for each radio transmitting system. This approach leads to a very low medium utilization factor for some frequency bands, caused by inefficient service allocation over vast geographical areas (radiomobile, radio and TV broadcasting, WiMAX) and also by the usage of large guard bands, obsolete now due to technological progress.

A more flexible use of the spectral resource implies that the radio transceivers have the ability to monitor their radio environment and to adapt at specific transmission conditions. If this concept is supplemented with learning and decision capabilities, we refer to the Cognitive Radio (CR) paradigm. Some of the characteristics of a CR include localization, monitoring of the spectrum usage, frequency changing, transmission power control and, finally, the capacity of dynamically altering all these parameters (Haykin, 2005). This new cognitive approach is expected to have an important impact on the future regulations and spectrum policies.

2. Cognitive radio techniques

The dynamic access at the spectral resource is of extreme interest both for the scientific community as, considering the continuous request for wideband services, for the development of wireless technologies. From this point of view, a fundamental role is played by the Institute of Electrical and Electronic Engineers (IEEE) which in 2007 formed the Standards Coordinating Committee (SCC) 41 on Dynamic Spectrum Access Networks (DySPAN) having as main objective a standard for dynamic access wireless networks. Still within the IEEE frame, the 802.22 initiative defines a new WRAN (Wireless Regional Area Network) interface for wideband access based on cognitive radio techniques in the TV guard bands (the so-called “white spaces”).
Coupled with the advantages and flexibility of CR systems and technologies, there is an ever-growing interest around the world in exploiting CR-enabled communications in vehicular and transportation environments. The integration of CR devices and cognitive radio networks into vehicles and associated infrastructures can lead to intelligent interactions with the transportation system, among vehicles, and even among radios within vehicles. Thus, improvements can be achieved in radio resource management and energy efficiency, road traffic management, network management, vehicular diagnostics, road traffic awareness for applications such as route planning, mobile commerce, and much more.

Still open within the framework of dynamic and distributed access to the radio resource are the methods for monitoring the radio environment (the so-called “spectrum sensing”) and the transceiver technology to be used on the radio channels.

A CR system works on an opportunistic basis searching for unused frequency bands called “white spaces” within the radio frequency spectrum with the intent to operate invisibly and without disturbing the primary users (PU) holding a license for one or more frequency bands. Spectrum sensing, that is, the fast and reliable detection of the PU’s even in the presence of in-band noise, is still a very complex problem with a decisive impact on the functionalities and capabilities of the CRs.

The spectrum sensing techniques can be classified in two types: local and cooperative (distributed). The local techniques are performed by single devices exploiting the spectrum occupancy information in their spatial neighborhood and can be divided into three categories (Budianto et al., 2008): "matched filter" (detection of pilot signals, preambles, etc.), "energy detection" (signal strength analysis) and "feature detection" (classification of signals according to their characteristics). Also, a combination of local techniques in a multi-stage design can be used to improve the sensing accuracy (Maleki et al., 2010). Nevertheless, the above-mentioned techniques are mostly inefficient for signals with reduced power or affected by phenomena typical for vehicular technology applications, such as shadowing and multi-path fading. To overcome such problems, cooperatives techniques can be used. Cooperative sensing is based on the aggregation of the spectrum data detected by multiple nodes using cognitive convergence algorithms in order to avoid the channel impairment problems that can lead to false detections.

2.1 Spectrum sensing techniques

Matched filter

The optimal way for any signal detection is a matched filter, since it maximizes received signal-to-noise ratio. However, a matched filter effectively requires demodulation of a primary user signal. This means that cognitive radio has a priori knowledge of primary user signal at both PHY and MAC layers, e.g. modulation type and order, pulse shaping, packet format. Most of the wireless technologies in operation include the transmission of some sort of pilot sequence, to allow channel estimation, to beacon its presence to other terminals and to give a synchronization reference for subsequent messages. Secondary systems therefore can exploit pilot signals in order to detect the presence of transmissions of primary systems in their vicinity.

For example: TV signals have narrowband pilot for audio and video carriers, CDMA systems have dedicated spreading codes for pilot and synchronization channels OFDM packets have preambles for packet acquisition.
If $X[n]$ is completely known to the receiver then the optimal detector for this case is

$$T(Y) = \sum_{n=0}^{N-1} Y[n]X[n]e^{H_1/n}Y.$$  

(1)

If $\gamma$ is the detection threshold, then the number of samples required for optimal detection is

$$N = [Q^{-1}(P_D - Q^{-1}(P_{FD}))^2(SNR)^{-1} = O(SNR)^{-1},$$

(2)

where PD and PFD are the probabilities of detection and false detection respectively.

Hence, the main advantage of matched filter is that due to coherency it requires less time to achieve high processing gain since only $O(SNR)^{-1}$ samples are needed to meet a given probability of detection constraint. However, a significant drawback of a matched filter is that a cognitive radio would need a dedicated receiver for every primary user class.

Energy detector

One approach to simplify matched filtering approach is to perform non-coherent detection through energy detection. This sub-optimal technique has been extensively used in radiometry. An energy detector can be implemented similar to a spectrum analyzer by averaging frequency bins of a Fast Fourier Transform (FFT), as outlined in figure 1. Processing gain is proportional to FFT size $N$ and observation/averaging time $T$. Increasing $N$ improves frequency resolution which helps narrowband signal detection. Also, longer averaging time reduces the noise power thus improves SNR.

$$T(Y) = \sum_{n=0}^{N-1} Y[n]e^{H_1/n}Y$$

(3)

$$N = 2(Q^{-1}(P_{FD} - Q^{-1}(P_D))(SNR)^{-1} - Q^{-1}(P_D)) = O(SNR)^{-2}$$

(4)

Based on the above formula, due to non-coherent processing $O(SNR)^{-2}$ samples are required to meet a probability of detection constraint. There are several drawbacks of energy detectors that might diminish their simplicity in implementation. First, a threshold used for primary user detection is highly susceptible to unknown or changing noise levels. Even if the threshold would be set adaptively, presence of any in-band interference would confuse the energy detector. Furthermore, in frequency selective fading it is not clear how to set the threshold with respect to channel notches. Second, energy detector does not differentiate
between modulated signals, noise and interference. Since it cannot recognize the interference, it cannot benefit from adaptive signal processing for canceling the interferer. Furthermore, spectrum policy for using the band is constrained only to primary users, so a cognitive user should treat noise and other secondary users differently. Lastly, an energy detector does not work for spread spectrum signals: direct sequence and frequency hopping signals, for which more sophisticated signal processing algorithms need to be devised (Cabric et al., 2004).

**Cyclostationary feature detector**

Another method for the detection of primary signals is Cyclostationary Feature Detection in which modulated signals are coupled with sine wave carriers, pulse trains, repeated spreading, hopping sequences, or cyclic prefixes. This results in built-in periodicity. These modulated signals are characterized as cyclostationary because their mean and autocorrelation exhibit periodicity. This periodicity is introduced in the signal format at the receiver so as to exploit it for parameter estimation such as carrier phase, timing or direction of arrival. These features are detected by analyzing a spectral correlation function. The main advantage of this function is that it differentiates the noise from the modulated signal energy. This is due to the fact that noise is a wide-sense stationary signal with no correlation however. Modulated signals are cyclostationary due to embedded redundancy of signal periodicity.

Analogous to autocorrelation function spectral correlation function (SCF) can be defined as:

$$S^\alpha_x(f) = \lim_{\tau \to \infty} \lim_{\Delta t \to \infty} \frac{1}{\Delta t} \int_{-\Delta t/2}^{\Delta t/2} X_x(t, f + \alpha / 2)X_x^*(t, f - \alpha / 2) dt,$$

with the finite time Fourier transform given by

$$X_x(t, v) = \int_{-\tau/2}^{\tau/2} x(u)e^{-j2\pi vu} du.$$

Spectral correlation function is also known as cyclic spectrum. While power spectral density (PSD) is a real valued one-dimensional transform, SCF is a complex valued two-dimensional transform. The parameter $\alpha$ is called the cycle frequency. If $\alpha = 0$ then SCF gives the PSD of the signal.

Fig. 2. Block diagram of a cyclostationary feature detector

Because of the inherent spectral redundancy signal selectivity becomes possible. Analysis of signal in this domain retains its phase and frequency information related to timing parameters of modulated signals. Due to this, overlapping features in power spectral
density are non-overlapping features in cyclic spectrum. Hence different types of modulated signals that have identical power spectral density can have different cyclic spectrum. Implementation of a spectrum correlation function for cyclostationary feature detection is depicted in figure 2. It can be designed as augmentation of the energy detector from figure 1 with a single correlator block. Detected features are number of signals, their modulation types, symbol rates and presence of interferers. Table 1 presents examples of the cyclic frequencies adequate for the most common types of radio signals (Chang, 2006).

The cyclostationary detectors work in two stages. In the first stage the signal $x(k)$, that is transmitted over channel $h(k)$, has to be detected in presence of AWGN $n(k)$. In the second stage, the received cyclic power spectrum is measured at specific cycle frequencies. The signal $S_i$ is declared to be present if a spectral component is detected at corresponding cycle frequencies $\alpha_i$.

$$S^\alpha_i(f) = \begin{cases} S^\alpha_i(f), & \alpha = 0, \text{signal absent} \\ |H(f)|^2 S^\alpha_i(f) + S_{n}^\alpha(f), & \alpha = 0, \text{signal present} \\ 0, & \alpha \neq 0, \text{signal absent} \\ H(f + \frac{\alpha}{2})H^*(f - \frac{\alpha}{2})S^\alpha_i(f), & \alpha \neq 0, \text{signal present} \end{cases}$$ (7)

The advantages of the cyclostationary feature detection are robustness to noise, better detector performance even in low SNR regions, signal classification ability and operation flexibility because it can be used as an energy detector in $\alpha = 0$ mode. The disadvantage is a more complex processing than energy detection and therefore high speed sensing cannot be achieved. The method cannot be applied for unknown signals because an a priori knowledge of target signal characteristics is needed. Finally, at one time, only one signal can be detected: for multiple signal detection, multiple detectors have to be implemented or slow detection has to be allowed.

<table>
<thead>
<tr>
<th>Type of Signal</th>
<th>Cyclic Frequencies</th>
</tr>
</thead>
<tbody>
<tr>
<td>Analog Television</td>
<td>Cyclic frequencies at multiples of the TV-signal horizontal line-scan rate</td>
</tr>
<tr>
<td>AM signal: $x(t) = a(t)\cos(2\pi f_0 t + \phi_0)$</td>
<td>$\pm 2f_0$</td>
</tr>
<tr>
<td>PM and FM signal: $x(t) = \cos(2\pi f_0 t + \phi(t))$</td>
<td>$\pm 2f_0$</td>
</tr>
<tr>
<td>Amplitude-Shift Keying: $x(t) = \sum_{n=-\infty}^{\infty} a_n p(t - nT_0 - t_0) \cos(2\pi f_0 t + \phi_0)$</td>
<td>$k/T_0 (k \neq 0)$ and $\pm 2f_0 + k/T_0, k = 0, \pm 1, \pm 2, \ldots$</td>
</tr>
<tr>
<td>Phase-Shift Keying: $x(t) = \cos[2\pi f_0 t + \sum_{n=-\infty}^{\infty} a_n p(t - nT_0 - t_0)]$.</td>
<td>For QPSK, $k/T_0 (k \neq 0)$, and for BPSK $k/T_0 (k \neq 0)$ and $\pm 2f_0 + k/T_0, k = 0, \pm 1, \pm 2, \ldots$</td>
</tr>
</tbody>
</table>

Table 1. List of cyclic frequencies for various signal types

Besides cyclostationarity, other features of the received signals can be used for detecting the type of signal. One example is the classification of QPSK, 16QAM and 64QAM constellations based on normalized fourth and sixth-order cumulants (Swami et al., 2000). The cumulants are used as features for discriminating different classes of modulation schemes and are calculated
based on the coefficients of the fast Fourier transform. Cumulants are very robust in the presence of Gaussian Noise (higher order cumulants of Gaussian Noise are equal to zero). When using the Wavelet Transform, the classification of MPSK and MQAM modulations can be done using the normalized histogram of the wavelet coefficients (Prakasam et al., 2008).

**Wavelet packets – subband analysis**

Within the energy detection method, a particular attention needs to be paid to the properties of the packets wavelet transformation for subband analysis, which, according to the literature, seems to be a feasible alternative to the classical FFT-based energy detection. Vehicular applications are in most cases characterized by the need of coping with fast changes in the radio environment, which lead, in this specific case of cognitive communication, to constrains in terms of short execution time of the spectrum sensing operations. From this point of view, the computational complexity of the wavelet packets method is of the same order of the state-of-the-art FFT algorithms, but the number of mathematical operations is lower using IIR polyphase filters (Murrenì et al., 2010).

To define the wavelet packet basis functions we refer to wavelet multiresolution analysis (WMRA). Let \( g_0[n] \) be a unit-energy real causal FIR filter of length which is orthogonal to its even translates; i.e., \( \sum_n g_0[n]g_0[n-2m] = \delta[m] \), where \( \delta[m] \) is the Kroneker delta, and let \( \phi_0 \) be the (conjugate) quadrature mirror filter (QMF), \( g_1[n] = (-1)^n g_0[N-1-n] \). If \( g_0[n] \) satisfies some mild technical conditions, we can use an iterative algorithm to find the function \( \phi_0(t) = \sqrt{2} \sum_n g_0[n]\phi_0(2t-nT) \) for an arbitrary interval \( T_0 \). Subsequently, we can define the family of functions \( \phi_{lm} \), \( l \geq 0 \), \( 1 \leq m \leq 2^l \) in the following (binary) tree-structured manner:

\[
\begin{align*}
\phi_{l+1,2m-1}(t) &= \sum_n g_0[n]\phi_{lm}(t-nT) \\
\phi_{l+1,2m}(t) &= \sum_n g_1[n]\phi_{lm}(t-nT)
\end{align*}
\]

(8)

where \( T_i = 2^iT_0 \). For any given tree structure, the function at the leaves of the tree form a wavelet packet.

Wavelet packets have a finite duration, \( (N-1)T_0 \) and are self- and mutually-orthogonal at integer multiples of dyadic intervals. Therefore, they are suitable for subband analysis: a generic signal \( x(t) \) can be then decomposed on the wavelet packet basis and represented as a collection of coefficients belonging to orthogonal subbands. Therefore, the total power of \( x(t) \) can be evaluated as sum of the contributes of each subband which can be separately computed in the wavelet domain. Let \( S_k \) be the k-th subband; if we denote by \( \{ c_{k,i} \} \) the wavelet coefficients of \( S_k \), the power contribute of \( S_k \) is

\[
P_k = \frac{2^l}{(N-1)T_0} \sum_i c_{k,i}^2.
\]

(9)

Figure 3 shows an example of a binary tree decomposition (Fig.3a) and the relevant symbolic subband structure (Fig.3b). It is noticeable how for \( l > 1 \) (i.e., packet composed by more than 4 leafs) in the frequency Fourier domain the wavelet packets are not ordered as in the corresponding tree.

A drawback to WMRA as described so far is the higher computational complexity compared to classical Fourier subband analysis. Computational burden is reduced by deploying IIR
polyphase filter banks. It is shown that, whereas the computational complexity of the WMRA based on IIR polyphase filters is of the same order of the state-of-the-art FFT algorithms, the number of mathematical operations is lower. Hence, the wavelet subband division and power calculation is a valid candidate for being used as an alternative to the classic FFT-based energy detection. It is therefore suitable for environments where computation time is critical, as the vehicular technology applications are.

\[
g_0[n], g_1[n], g_2[n], g_3[n], g_4[n], g_5[n], g_6[n], g_7[n]
\]

\[
\phi_0, \phi_1, \phi_2, \phi_3, \phi_4, \phi_5, \phi_6, \phi_7
\]

Fig. 3. (a) Wavelet tree structure (b) Corresponding symbolic subband structure

**Combined two-stage detection**

Since cyclostationary feature detection is somehow complementary to the energy detection, performing better for narrow bands, a combined approach is suggested in (Maleki et al., 2010), using energy detection for wideband sensing and then, for each detected single channel, a feature detection is applied in order to make the final decision whether the channel is occupied or not. First, a coarse energy detection stage is performed over a wider frequency band. Subsequently the presumed free channels are analyzed with the feature detector in order to take the decision.

We investigated in (Murroni et al., 2010) this combined 2-stage spectrum sensing method for a Wavelet approach, using the wavelet packet transform and the resulting coefficients both
for energy detection as for feature detection. Our research took into consideration a range of frequencies particularly interesting for Vehicular Technologies approaches, the DVB-T channels.

DWPT analysis divides the sensed frequency range into 32 sub-bands in order to contain all DVB-T channels. The matching process is performed taking into account the known discrepancy between the TV channels order in the Fourier domain and the corresponding sub-bands order in the wavelet domain.

Based on the calculated sub-band power, one or more channels are marked as “white” and can be directly used further by a cognitive transmission system. The list of channels whose signal powers are above a certain threshold is passed to the second stage of the system where a sequential analysis of each of these channels is performed.

Fig. 4. Flowchart of an application scenario for a two-stage spectrum-sensing scheme in the DVB-T UHF band

The sub-band power computed in the first step is used as a factor to appropriately adjust the values for the thresholds, proportionally with the signal’s intensity. Consequently we can compare the corresponding first and second order moments of the normalized histogram in order to distinguish whether the signal is a PU’s signal, hence a DVB-T signal with a standard modulation, or not (Figure 4).

If the channel is identified as being occupied by a PU, the corresponding channel is definitively marked as “black”, meaning it is undoubtedly used by PUs and therefore not suitable for transmission. If the statistical analysis fails to identify a DVB-T type signal, we can categorize the channel as being “grey”, which in our scenario means that there is no PU transmitting, but still the channel is occupied, most probably by another SU. Therefore, the channel is not completely discarded, being a potential candidate to be analyzed again after a certain amount of time in order to be re-evaluated and eventually included in the white list.

2.2 Cooperative issues

Detection of primary user by the secondary system is critical in a cognitive radio environment. However this is rendered difficult due to the challenges in accurate and
reliable sensing of the wireless environment. Secondary users might experience losses in the signal which can result in an incorrect judgment of the wireless environment, which can in turn cause interference at the licensed primary user by the secondary transmission. Furthermore, the issues with signal quality are aggravated when secondary users rapidly change location, as it is the case for specific vehicular technology applications. Briefly, as shown in figure 5, unreliable results can be produced based on the following phenomena:

- **Multipath**: a sensor CR1 under multipath receiving conditions features short term Rayleigh fading. The fluctuations of the power level may cause unreliable detection.

- **Shadowing**: a sensor CR2 may move behind an obstacle, exhibiting lognormal long term fading. Its covered position may create disturbance for a PRx in its proximity (hidden terminal problem).

- **Distance-dependent path loss**: a sensor CR3 lies outside the primary transmission range. It receives a low power level due to the distance, but its transmission can produce interference to the primary receiver, which is inside the primary range.

![Fig. 5. Layout of a network with moving terminals](image)

This arises the necessity for the cognitive radio to be highly robust to channel impairments and also to be able to detect extremely low power signals. These stringent requirements pose a lot of challenges for the deployment of CR networks. Channel impairments and low power detection problems in CR can be alleviated if multiple CR users cooperate in sensing the channel. (Thanayankizil & Kailas, 2008) suggest different cooperative topologies that can be broadly classified into three regimes according to their level of cooperation:

**Decentralized Uncoordinated Techniques**: the cognitive users in the network don’t have any kind of cooperation which means that each CR user will independently detect the channel, and if a CR user detects the primary user it would vacate the channel without informing the other users. Uncoordinated techniques are fallible in comparison with coordinated techniques. Therefore, CR users that experience bad channel realizations (shadowed regions) detect the channel incorrectly thereby causing interference at the primary receiver.

**Centralized Coordinated Techniques**: in these kinds of networks, an infrastructure deployment is assumed for the CR users. CR user that detects the presence of a primary transmitter or receiver informs a CR controller. The CR controller can be a wired immobile device or another CR user. The CR controller notifies all the CR users in its range by means
of a broadcast control message. Centralized schemes can be further classified according to their level of cooperation into

- **Partially Cooperative:** in partially cooperative networks nodes cooperate only in sensing the channel. CR users independently detect the channel inform the CR controller which then notifies all the CR users. One such partially cooperative scheme was considered by (Liu & Shankar, 2006) where a centralized Access Point (CR controller) collected the sensory information from the CR users in its range and allocated spectrum accordingly;

- **Totally Cooperative Schemes:** in totally cooperative networks nodes cooperate in relaying each other’s information in addition to cooperatively sensing the channel. For example, two cognitive users D1 and D2 are assumed to be transmitting to a common receiver and in the first half of the time slot assigned to D1, D1 transmits and in the second half D2 relays D1’s transmission. Similarly, in the first half of the second time slot assigned to D2, D2 transmits its information and in the second half D1 relays it.

**Decentralized Coordinated Techniques:** various algorithms have been proposed for the decentralized techniques, among which the gossiping algorithms, which do cooperative sensing with a significantly lower overhead. Other decentralized techniques rely on clustering schemes where cognitive users form in to clusters and these clusters coordinate amongst themselves, similar to other already known sensor network architecture (i.e. ZigBee).

All these techniques for cooperative spectrum sensing raise the need for a control channel that can be either implemented as a dedicated frequency channel or as an underlay UWB channel. Wideband RF front-end tuners/filters can be shared between the UWB control channel and normal cognitive radio reception/transmission. Furthermore, with multiple cognitive radio groups active simultaneously, the control channel bandwidth needs to be shared. With a dedicated frequency band, a CSMA scheme may be desirable. For a spread spectrum UWB control channel, different spreading sequencing could be allocated to different groups of users.

### 2.3 Transmission techniques

In a CR environment, terminals are assumed to be able to detect any unoccupied frequencies and to estimate the strength of the received signal of nearby primary users by spectrum sensing, as presented in the previous section. Once a CR user detects free frequency spectrum within the licensed frequency range, he may negotiate with the primary system, or begin data transmission without extra permission, depending on the CR system structure. If any primary users become active in the same frequency band later on, the CR user has to clear this band as soon as possible, giving priority to the primary users. Also, CR users should quit their communication if the estimated SNR levels of the primary users are below an acceptable level. When a CR user operates in a channel adjacent to any active primary users’ spectrums, ACI (adjacent channel interference) occurs between the two parties. However, the performance of the primary system should be maintained, whether spectrum sharing is allowed or not. We assume that a minimum SNR requirement is predefined for the primary system so that the maximum allowable ACI at each location can be evaluated by the CR user. The CR user can then determine whether he may use the frequency band or not. At the same time, the CR user needs to avoid the influence of interference from primary users in order to maximize its own data throughput.

Other properties of his type of radio are the ability to operate at variable symbol rates, modulation formats (e.g. low to high order QAM), different channel coding schemes, power
levels and the use of multiple antennas for interference nulling, capacity increase or range extension (beam forming).

The most likely basic strategy will be based on multicarrier OFDM-like modulation across the entire bandwidth in order to most easily resolve the frequency dimension with subsequent spatial and temporal processing.

**OFDM Modulation**

OFDM has become the modulation of choice in many broadband systems due to its inherent multiple access mechanism and simplicity in channel equalization, plus benefits of frequency diversity and coding. The transmitted OFDM waveform is generated by applying an inverse fast Fourier transform (IFFT) on a vector of data, where number of points $N$ determines the number of sub-carriers for independent channel use, and minimum resolution channel bandwidth is determined by $W/N$, where $W$ is the entire frequency band accessible by any cognitive user.

The frequency domain characteristics of the transmitted signal are determined by the assignment of non-zero data to IFFT inputs corresponding to sub-carriers to be used by a particular cognitive user. Similarly, the assignment of zeros corresponds to channels not permitted to use due to primary user presence or channels used by other cognitive users. The output of the IFFT processor contains $N$ samples that are passed through a digital-to-analog converter producing the wideband waveform of bandwidth $W$. A great advantage of this approach is that the entire wideband signal generation is performed in the digital domain, instead of multiple filters and synthesizers required for the signal processing in analog domain.

From the cognitive network perspective, OFDM spectrum access is scalable while keeping users orthogonal and non-interfering, provided the synchronized channel access. However, this conventional OFDM scheme does not provide truly band-limited signals due to spectral leakage caused by sinc-pulse shaped transmission resulted from the IFFT operation. The slow decay of the sinc-pulse waveform, with first side lobe attenuated by only 13.6dB, produces interference to the adjacent band primary users which is proportional to the power allocated to the cognitive user on the corresponding adjacent sub-carrier. Therefore, a conventional OFDM access scheme is not an acceptable candidate for wideband cognitive radio transmission.

To overcome these constraints (Rajbanshi et. al., 2006) suggest non-contiguous OFDM (NC-OFDM) as an alternative, a schematic of an NC-OFDM transceiver being shown in figure 6. The transceiver splits a high data rate input, $x(n)$, into $N$ lower data rate streams. Unlike conventional OFDM, not all the sub carriers are active in order to avoid transmission unoccupied frequency bands. The remaining active sub carriers can either be modulated using M-ary phase shift keying (MPSK), as shown in the figure, or M-ary quadrature amplitude modulation (MQAM). The inverse fast Fourier transform (IFFT) is then used to transform these modulated sub carrier signals into the time domain. Prior to transmission, a guard interval, with a length greater than the channel delay spread, is added to each OFDM symbol using the cyclic prefix (CP) block in order to mitigate the effects of inter-symbol interference (ISI). Following the parallel-to-serial (P/S) conversion, the base band NC-OFDM signal, $s(n)$, is then passed through the transmitter radiofrequency (RF) chain, which amplifies the signal and upconverts it to the desired centre frequency. The receiver performs the reverse operation of the transmitter, mixing the RF signal to base band for processing, yielding the signal $r(n)$. Then the signal is converted into parallel streams, the cyclic prefix is discarded, and the fast Fourier transform (FFT) is applied to transform the time domain data...
into the frequency domain. After the distortion from the channel has been compensated via per sub carrier equalization, the data on the sub carriers is demodulated and multiplexed into a reconstructed version of the original high-speed input.

Fig. 6. Schematic of an NC – OFDM transceiver

NC-OFDM was evaluated and compared, both qualitatively and quantitatively with other candidate transmission technologies, such as MC-CDMA and the classic OFDM scheme. The results show that NC-OFDM is sufficiently agile to avoid spectrum occupied by incumbent user transmissions, while not sacrificing its error robustness.

Wavelet packet transmission method

In the last 10 years another multicarrier transmission technique has emerged as a valid alternative to OFDM and its modified versions. The theoretical background relies on the synthesis of the discrete wavelet packet transform that constructs a signal as the sum of $M = 2^J$ waveforms. Those waveforms can be built by $J$ successive iterations each consisting of filtering and upsampling operations. Noting \( \langle \cdot, \cdot \rangle \) the convolution operation, the algorithm can be written as:

\[
\begin{align*}
\varphi_{j,2m}[k] &= \langle h^{rec}_{lo}[k], \varphi_{j-1,m}[k/2] \rangle \\
\varphi_{j,2m}[k] &= \langle h^{rec}_{hi}[k], \varphi_{j-1,m}[k/2] \rangle
\end{align*}
\]

with

\[
\varphi_{j,2m}[k] = \begin{cases} 1, & \text{for } k = 1, 0, \text{otherwise} \end{cases} \quad \forall m,
\]

where \( j \) is the iteration index, \( 1 \leq j \leq J \) and \( m \) the waveform index \( 0 \leq m \leq M - 1 \).

Using usual notation in discrete signal processing, \( \varphi_{j,m}[k/2] \) denotes the upsampled-by-two version of \( \varphi_{j,m}[k] \). For the decomposition, the reverse operations are performed, leading to the complementary set of elementary blocks constituting the wavelet packet transform depicted in Figure 7. In orthogonal wavelet systems, the scaling filter \( h^{rec}_{lo} \) and dilatation filter \( h^{rec}_{hi} \) form a quadrature mirror filter pair. Hence knowledge of the scaling filter and
wavelet tree depth is sufficient to design the wavelet transform. It is also interesting to notice that for orthogonal WPT, the inverse transform (analysis) makes use of waveforms that are time-reversed versions of the forward ones. In communication theory, this is equivalent to using a matched filter to detect the original transmitted waveform.

Fig. 7. Wavelet packet elementary block decomposition and reconstruction

A particularity of the waveforms constructed through the WPT is that they are longer than the transform size. Hence, WPM belongs to the family of overlapped transforms, the beginning of a new symbol being transmitted before the previous one(s) ends. The waveforms being M-shift orthogonal, the inter-symbol orthogonality is maintained despite this overlap of consecutive symbols. This allows taking advantage of increased frequency domain localization provided by longer waveforms while avoiding system capacity loss that normally results from time domain spreading. The waveforms length can be derived from a detailed analysis of the tree algorithm. Explicitly, the wavelet filter of length $L_0$ generates $M$ waveforms of length $L_0 / 2^m$.

The construction of a wavelet packet basis is entirely defined by the wavelet-scaling filter, hence its selection is critical. This filter solely determines the specific characteristics of the transform. In multicarrier systems, the primary characteristic of the waveform composing the multiplex signal is out-of-band energy. Though in an AWGN channel this level of out-of-band energy has no effect on the system performance thanks to the orthogonality condition, this is the most important source of interference when propagation through the channel causes the orthogonality of the transmitted signal to be lost. A waveform with higher frequency domain localization can be obtained with longer time support. On the other hand, it is interesting to use waveforms of short duration to ensure that the symbol duration is far shorter than the channel coherence time. Similarly, short waveforms require less memory, limit the modulation-demodulation delay and require less computation. Those two requirements, corresponding to good localization both in time and frequency domain, cannot be chosen independently. In fact, it has been shown that in the case of wavelets, the bandwidth-duration product is constant. This is usually referred to as the uncertainty principle.

Finally, a minor difference between OFDM and WPM remains to be emphasized. In the former, the set of waveforms is by nature defined in the complex domain. WPM, on the other hand, is generally defined in the real domain but can be also defined in the complex domain, solely depending of the scaling and dilatation filter coefficients. Since the most commonly encountered WPT are defined in the real domain, it has naturally led the authors to use PAM. It is nevertheless possible to translate the M real waveform directly in the complex domain. The resulting complex WPT is then composed of $2M$ waveforms forming an orthogonal set.

In WPDM binary messages $x_{in}[n]$ have polar representation (i.e., $x_{in}[n] = \pm 1$), waveform coded by pulse amplitude modulation (PAM) of $\phi_{in}(t - nT_i)$ and then added together to
form the composite signal $s(t)$. WPDM can be implemented using a transmultiplexer and a single modulator. For a two level decomposition

$$s(t) = \sum_{k} x_{01}[k] \phi_{01}(t - kT_0),$$

(12)

where $x_{01}[k] = \sum_{(l,m)\in \Gamma} \sum_{n} f_{lm}[k - 2^l n]$, with $\Gamma$ being the set of terminal index pairs and $f_{lm}[k]$ the equivalent sequence filter from the $(l,m)-th$ terminal to the root of the tree, which can be found recursively from (8). The original message can be recovered from $x_{01}[k]$ using

$$x_{lm}[n] = \sum_{k} f_{lm}[k - 2^l n] x_{01}[k].$$

(13)

Fig. 8. Transmitter and receiver for a two-level WPDM system

**Adaptive modulation**

Adaptive modulation is only appropriate for duplex communication between two or more stations because the transmission parameters have to be adapted using some form of a two-way transmission in order to allow channel measurements and signaling to take place. Transmission parameter adaptation is a response of the transmitter to the time-varying channel conditions. In order to efficiently react to the changes in channel quality, the following steps need to be taken:

- Channel quality estimation: to appropriately select the transmission parameters to be employed for the next transmission, a reliable estimation of the channel transfer function during the next active transmission slot is necessary. This is done at the receiver and the information about the channel quality is sent to the transmitter for next transmission through a feedback channel.

- Choice of the appropriate parameters for the next transmission: based on the prediction of the channel conditions for the next time slot, the transmitter has to select the appropriate modulation modes for the sub-carriers.

- Signaling or blind detection of the employed parameters: the receiver has to be informed, as to which demodulator parameters to employ for the received packet.

In a scenario where channel conditions fluctuate dynamically, systems based on fixed modulation schemes do not perform well, as they cannot take into account the difference in channel conditions. In such a situation, a system that adapts to the worst-case scenario would have to be built to offer an acceptable bit-error rate. To achieve a robust and spectrally efficient communication over multi-path fading channels, adaptive modulation is used, which adapts the transmission scheme to the current channel characteristics. Taking advantage of the time-varying nature of the wireless channels, adaptive modulation based
systems alter transmission parameters like power, data rate, coding, and modulation schemes, or any combination of these in accordance with the state of the channel. If the channel can be estimated properly, the transmitter can be easily made to adapt to the current channel conditions by altering the modulation schemes while maintaining a constant BER. This can be typically done by estimating the channel at the receiver and transmitting this estimate back to the transmitter. Thus, with adaptive modulation, high spectral efficiency can be attained at a given BER in good channel conditions, while a reduction in the throughput is experienced in degrading channel conditions. The basic block diagram of an adaptive modulation based cognitive radio system is shown in figure 9. The block diagram provides a detail view of the whole adaptive modulation system with all the necessary feedback paths.

It is assumed that the transmitter has a perfect knowledge of the channel and the channel estimator at the receiver is error-free and there is no time delay. The receiver uses coherent detection methods to detect signal envelopes. The adaptive modulation, M-ary PSK, M-QAM, and M-ary AM schemes with different modes are provided at the transmitter. With the assumption that the estimation of the channel is perfect, for each transmission, the mode is adjusted to maximize the data throughput under average BER constraint, based on the instantaneous channel SNR. Based on the perfect knowledge about the channel state information (CSI), at all instants of time, the modes are adjusted to maximize the data throughput under average BER constraint.

![Fig. 9. Basic block diagram of an adaptive modulation - based cognitive radio system](image)

The data stream, $b(t)$ is modulated using a modulation scheme given by $P_k(\gamma)$, the probability of selecting $k^{th}$ modulation mode from $K$ possible modulation schemes available at the transmitter, which is a function of the estimated SNR of the channel. Here, $h(t)$ is the fading channel and $w(t)$ is the AWGN channel. At the receiver, the signal can be modeled as:

$$y(t) = h(t)x(t) + w(t)$$  \hspace{1cm} (14) 

where $y(t)$ is the received signal, $h(t)$ is the fading channel impulse response, and $w(t)$ is the Additive White Gaussian Noise (AWGN). The estimated current channel information is returned to the transmitter to decide the next modulation scheme. The channel state information $h(t)$ is also sent to the detection unit to get the detected stream of data, $\hat{b}(t)$.
3. Conclusion

Our research investigates the use of the Wavelet transform and the Wavelet Packets for cognitive radio purposes. We are applying the wavelet approach both for spectrum sensing, as for adaptive multicarrier transmission, for offering a complete, wavelet-based solution for cognitive application applied on the problematic of vehicular communication (channel impairments, high relative velocity of the communication peers).

4. References


This book provides an insight on both the challenges and the technological solutions of several approaches, which allow connecting vehicles between each other and with the network. It underlines the trends on networking capabilities and their issues, further focusing on the MAC and Physical layer challenges. Ranging from the advances on radio access technologies to intelligent mechanisms deployed to enhance cooperative communications, cognitive radio and multiple antenna systems have been given particular highlight.
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