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1. Introduction

For most three centuries after Hooke introduced optical microscopy, refinement of the instrumentation made microscopes more convenient than anything else. As in modern microscopy, a light source, an objective lens, and an eyepiece were used to project an image magnified from a 100-fold to 1,000-fold into a human eye. This range of magnifications and resolution (of the order of 200 nm) has brought cellular morphology and tissue structure into view and made optical microscopy the perfect partner for biological investigations.

A resolution constraint in optical imaging is imposed by the diffraction limit discovered by Lord Rayleigh in the 19th century. Fundamentally, this restricts the ability to resolve two distant point sources, such as stars or planets, with an angular resolution \( \alpha \) smaller than the wavelength of light \( \lambda \) divided by the numerical aperture of the imaging system \( D \), \( \alpha > \lambda / D \).

The ability to create small images is important for material processing technology and for improving the resolution of microscopy for bio-medical applications [1]. In recent years, there has been a continuous effort to achieve feature sizes smaller than the diffraction limit. One method uses nonlinearity in photoresist processing to generate narrower features (involving a combination of near field and high exposure techniques). Several other methods have been presented that are able to overcome the diffraction limit of the imaging system. Quantum microscopy is based on using a nonclassical optical field approach [2, 3]. Microscopy with classical fields can be enhanced by the nonlinear optical response of the medium [4]. Classical field amplitude and phase arrangements can be used to locate the position of an atom with subwavelength precision in an atomic beam [5, 6, 7], in a cavity [8], and then to apply localization technique to lithography [9, 10, 11], and to achieve subwavelength diffraction and imaging with classical light using the Doppleron-type resonances [12, 13]. Beating diffraction limit was experimentally demonstrated [14] using the dark states.

Another method uses entangled two-photon states to write features of minimum size \( \lambda / 4 \) in an N-photon absorbing substrate [4, 5]. There are technical difficulties associated with the implementation of all these methods, in particular the latter method requires multi-photon absorbing photoresists that are insensitive to single photon effects which is difficult to achieve.

An early discovery in the modern field of quantum optics is that by going to higher-order correlations in the radiation field, one can improve resolution in stellar interferometers, vis a vis a...
vis the Hanbury Brown-Twiss effect. Photon correlation interferometry is a powerful tool with applications ranging from the macro- to the micro-cosmos. For example, to measure stellar diameters and resolve binary stars the Hanbury Brown-Twiss effect can be used. As is also known that it is possible to improve the resolution of optical microscopy [2,3,4] by using photon correlation interferometry and entangled quantum states. This has been demonstrated in the elegant experiment [25] via two photon down conversion. Below we show how to improve microscopy by using higher order quantum correlation function, namely, \( G^{(2)} \). Very recently, this concept has been brought down to the microscopic realm and carried the science an important step further by introducing a novel two-photon source, composed of Raman emission pairs, which allow the two-photon correlation to extract source details with a resolution that is far better than that allowed by the Rayleigh criterion [1].

Not long time ago, it has been shown that applying the geometry and physics of the original Raman quantum eraser scheme [2] allows one to resolve molecular markers separated by distances smaller than the wavelength of the probing radiation. Note that in many biophysical studies, the shape or conformation of a protein or a DNA strand is monitored as a function of various parameters. One way of making such measurements involves attaching markers, such as dye molecules or quantum dots, to two known points on the protein and observing their fluorescence as they move apart.

The key features that enable the improved resolution in this scheme is the entanglement in the quantum field and the carefully chosen geometry of the photodetection apparatus, as described below. The space-time correlations between the emitted photons have novel interference properties that show anti-bunching and bunching effects spaced apart by the Rabi period. Experiments analyzing the photon statistics of this scheme [2,3] hint at new methods for the coherent storage and coupling of quantum information between atomic and photonic systems.

In this Chapter, we review physics background of the methods and techniques that allow researchers to beat the so-called diffraction limit using classical as well as quantum fields. In particularly, we review the possibility of creating spatial patterns having subwavelength size by using the so-called dark states formed by the interaction between atoms and optical fields. These optical fields have a specified spatial distribution. Our experiments in Rb vapor display spatial patterns that are smaller than the length determined by the diffraction limit of the optical system used in the experiment. This approach may have applications to interference lithography and might be used in coherent Raman spectroscopy to create patterns with subwavelength spatial resolution.

2. Beating diffraction limit with classical fields

2.1 Two-level atoms

Let us show here how the idea works for two-level atoms. The Hamiltonian of a two-level atom interacting with an optical resonant field (see Fig. 1) is given by

\[
H = \hbar \Omega_d |a\rangle \langle b| + a d^* b^* ,
\]

where \( \Omega_d = \phi_d E_d / \hbar \) is the Rabi frequency of the drive \( E_d \) field; \( \phi_d \) is the dipole moment of the atomic transitions. Then, the atomic response is given by the set of density matrix equations [17]
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Fig. 1. (a) Energy diagram of a two-level system interacting with a strong drive field. (b) Distribution of the drive field intensity vs. a transverse spatial coordinate. (c) Dependence of the population excited in the atomic medium vs spatial position.

\[ \dot{\rho} = -\frac{i}{\hbar} [H, \rho] - \frac{\Gamma \rho + \rho \Gamma}{2} \]  

(2)

where \( \Gamma \) describes the relaxation processes. In particular for a two-level system the set of equation has the following form

\[ \dot{\rho}_{ab} = -\Gamma_{ab} \rho_{ab} + i \Omega_d (n_a - n_b), \]  

(3)

\[ \dot{n}_a = -\gamma n_a + i \Omega_d (\rho_{ab} - \rho_{ba}), \]  

(4)

where \( n_a = \rho_{aa}, \ n_b = \rho_{bb}; \ \Gamma_{ab} = \gamma_{ab} + i(\omega_{ab} - \nu), \ \gamma_{ab} = 1/T_2, \ \gamma = 1/T_1 \) (\( T_1 \) and \( T_2 \) are corresponding longitudinal and transverse relaxation times). Solving Eqs.(3,4) in a steady-state regime, we obtain

\[ \rho_{ab} = \frac{i}{\Gamma_{ab}} n_a - n_b \Omega_d, \]  

(5)

\[ n_a = \frac{2 \text{Re} \left( \frac{\Omega_d^2}{\Gamma_{ab}} \right)}{\gamma + 2 \text{Re} \left( \frac{\Omega_d^2}{\Gamma_{ab}} \right)} n_b, \]  

(6)

Then the population in the upper atomic level is given by

\[ n_a = \frac{2 \text{Re} \left( \frac{\Omega_d^2}{\Gamma_{ab}} \right)}{\gamma + 4 \text{Re} \left( \frac{\Omega_d^2}{\Gamma_{ab}} \right)}, \]  

(7)

for the case of resonance, \( \nu = \omega_{ab} \) it is reduced to

\[ n_a = \frac{2 \Omega_d^2 T_1 T_2}{1 + 4 \Omega_d^2 T_1 T_2}. \]  

(8)

We now assume that the drive field has a spatial distribution of intensity.
where \( f(x) \) is the spatial distribution of the intensity of optical drive field. For example, in the case of interference of two waves with wavevectors \( k_1 \) and \( k_2 \), the optical field is

\[
E_d = E_1 e^{i k_1 r} + E_2 e^{i k_2 r},
\]

and intensity distribution is given by

\[
|E_d|^2 = |E_1|^2 + |E_2|^2 + 2E_1 E_2 \cos(k_1 - k_2)r = (|E_1| - |E_2|)^2 + 4|E_1||E_2| \sin^2(k_1 - k_2)r,
\]

intensity at different spatial position changes between \((|E_1| - |E_2|)^2\) and \((|E_1| + |E_2|)^2\).

Introducing \( G = 2|\Omega_0|^2 T_1 T_2 \), we can write

\[
\rho_{aa} = \frac{G f(x)}{1 + 2G f(x)}.
\]

Then, for the drive field at the position being near to its zero the Rabi frequency is given by

\[
|\Omega_d(z,x)|^2 = |\Omega_0|^2 \left( \frac{x}{L} \right)^2, x \ll L,
\]

where \( \Omega_0 = \Omega_d(z,x_0) \), \( L \) is the separation distance between the peaks of the drive field distribution (for interference pattern, \( L = \lambda / 2 \sin(\theta / 2) > \lambda / 2 \)). A typical excitation profile vs. \( x \) shown in Fig. 1(c) demonstrates that the spatial width of excitation can be smaller than the intensity distribution of the optical field, and even smaller than the spot size determined by diffraction limited size. Indeed, the width of spatial distribution of excited atoms is given by

\[
\Delta x \approx \frac{L}{2\sqrt{G}} = \frac{L}{2\Omega_0 \sqrt{T_1 T_2}}.
\]

The most important feature of Eq.(14) is that the width depends on the relaxation parameters and the field strength, but not the diffraction of optical field.

### 2.2 Using Stark shifts

Three-level atoms provide more flexibility for the localization of the excited atoms or molecules because of different physical mechanisms can be involved. For example, it is shown in Fig. 2 how to use Stark shifts for atomic localization [5]. Level structure of a three-level atom is shown in Fig. 2a (for example \(^{152}\)Sm). Geometry of atomic beam and optical beams can be seen in Fig. 2b. Probe 1 beam is used to optically pump all population in level \( c \). Then atoms reach the region where they have inhomogeneous drive beam which is detuned from the atomic resonance and simultaneously this region has a probe beam 2 with frequency \( \nu_2 \). Due to Stark shift atoms at different spatial location have energy of the excited state \( a \) as

\[
e_{\pm} = \frac{\Delta}{2} \pm \sqrt{\left( \frac{\Delta}{2} \right)^2 + |\Omega|^2},
\]
Fig. 2. Qualitative description of the idea of using Stark shifts for atomic localization. (a) Level structure of $^{152}$Sm, as an example, and the applied fields. (b) Geometry of atomic beam of $^{152}$Sm and optical beams. Probe 1 beam is used to pump all population in level $c$. Drive beam detuned from the atomic resonance and it has spatial distribution such that, at each location it has different Stark shift. Probe 2 beam resonantly interacts with atoms at the particular spatial location where it is resonant to the optical transition. The effect of probe 2 beam is pumping resonant atoms to level $b$. Probe 3 is the field to excite fluorescence from the atoms in the ground state $b$.

The atoms have different detuning from the resonance at different positions, and some of them are at the resonance when the detuning is less than the spontaneous emission rate $\gamma$.

$$e_+ - v_2 + \frac{1}{\Delta} \left| \frac{\partial \Omega_2}{\partial x} \right|^2 \Delta x \leq \gamma.$$  \hspace{1cm} (16)

The resonant interaction of these atoms with probe 2 beam results in population of the ground state $b$. Then, the probe 3 beam resonantly interacts with atoms at the particular spatial location where it is resonant to the optical transition to cause fluorescence which is detected. The localization of the atoms can be found from Eq.(16)

$$\Delta x = \frac{\gamma \Delta}{\partial |\Omega_2|^2},$$  \hspace{1cm} (17)

which is also determined by the relaxation rate $\gamma$, detuning $\Delta$, and the spatial derivative of drive field intensity, and, the most important is not directly related to the diffraction, and consequently can be smaller than the wavelength of optical radiation as was demonstrated in [5].

2.3 Beating diffraction limit by using Dark states

The Hamiltonian of a three-level atom interacting with optical fields (see the inset in Fig. 4) is given by

$$H = \tilde{h} \Omega_d |a\rangle \langle b| + \tilde{h} \Omega_p |a\rangle \langle c| + a d_j.$$  \hspace{1cm} (18)
where $\Omega_{d,p} = \varphi_{d,p} E_{d,p}/\hbar$ are the Rabi frequencies of the drive $E_d$ and the probe $E_p$ fields, respectively; $\varphi_{d,p}$ are the dipole moments of the corresponding optical transitions. Then, the atomic response is given by the set of density matrix equations [17]

$$\dot{\rho} = -\frac{i}{\hbar}[H, \rho] - \frac{\Gamma \rho + \rho \Gamma}{2}$$  \hspace{1cm} (19)

where $\Gamma$ describes the relaxation processes.

Here, we present a new approach that is based on coherent population trapping [15, 16, 17, 18, 19]. Optical fields applied to a three-level quantum system excite the so-called dark state, which is decoupled from the fields. Similar approaches using coherent population trapping have also been developed by several groups (for example, see [20, 22, 23, 24]).

As a qualitative introduction, assume that the drive field Rabi frequency $\Omega_d$ has the particular spatial distribution sketched in Fig. 3(a) by the solid line (1). The weak probe field Rabi frequency $\Omega_p$ ($\Omega_p \ll \Omega_d$) has a diffraction limited distribution (shown by the dashed line (2) in Fig. 3(a)). The probe and drive fields are applied to the atom (see the inset in Fig. 4, for the case of $^{87}$Rb atoms, where $|a\rangle = |5^2P_{1/2}, F = 1, m = 0\rangle$, $|b\rangle = |5^2S_{1/2}, F = 1, m = -1\rangle$, $|c\rangle = |5^2S_{1/2}, F = 1, m = +1\rangle$). At all positions of nonzero drive field, the dark state, which is given
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[15, 16, 17, 18, 19] by \( |D\rangle = (\Omega_\rho |c\rangle - \Omega_d |b\rangle) / \sqrt{\Omega_\rho^2 + \Omega_d^2} \), is practically \( |b\rangle \). When the drive field is zero, the dark state is \( |c\rangle \), and the atoms at these positions are coupled to the fields and some atoms are in the upper state \( |a\rangle \). The size of a spot where the atoms are excited depends on the relaxation rate \( \gamma_{cb} \) between levels \( |b\rangle \) and \( |c\rangle \). For \( \gamma_{cb} = 0 \), the size of spot is zero, smaller than the optical wavelength.

The propagation of the probe field \( \Omega_p \) through the cell is governed by Maxwell’s Equations and, for propagation in the \( z \)-direction, can be written in terms of the probe field Rabi frequency as

\[
\frac{\partial \Omega_p}{\partial z} = -i \eta \rho_{ab} - i \frac{1}{2k} \frac{\partial^2}{\partial x^2} \Omega_p.
\] (20)

The first term accounts for the dispersion and absorption of the resonant three-level medium, and the second term describes the focusing and/or diffraction of the probe beam. The density matrix element \( \rho_{ab} \) is related to the probe field absorption which in turn depends on the detuning and the drive field. This is characterized by an absorption coefficient:

\[
\kappa = \eta \frac{\Gamma_{cb}}{\Gamma_{ab} \Gamma_{cb} + |\Omega_d(z,x)|^2},
\] (21)

where \( \Gamma_{cb} = \gamma_{cb} + i \omega \) and \( \Gamma_{ab} = \gamma + i \omega \); \( \omega = \omega_{ab} - \nu \) is the detuning from the atomic frequency \( \omega_{ab} \); \( \gamma \) is the relaxation rate at the optical transition; and \( \eta = 3\lambda^2 N/8\pi \); \( N \) is the atomic density; \( \gamma_r \) is the spontaneous emission rate. We now assume that the drive field has a distribution of intensity near its extrema given by

\[
|\Omega_d(z,x)|^2 = |\Omega_0|^2 \left\{ \begin{array}{cl}
1 - \left( \frac{x-x_0}{L} \right)^2, & x \approx x_0, \\
\left( \frac{x}{L} \right)^2, & x \ll L,
\end{array} \right.
\] (22)

where \( \Omega_0 = \Omega_d(z_0,x) \), \( L \) is the separation distance between the peaks of the drive field distribution, and a typical absorption profile vs. \( x \) is shown in Fig. 3(b). Neglecting the diffraction term in Eq.(20), we can write an approximate solution for Eq. (20) as

\[
\Omega_p(z,x) = \Omega_p(z = 0,x) \exp(-\kappa z).
\] (23)

For relatively low optical density (\( \kappa z \approx 1 \)), nearly all of the probe field propagates through the cell except for a small part where the drive field is zero (see Fig. 3(a)). Absorption occurs there because the probe beam excites the atomic medium. The width of the region of the excited medium, in the vicinity of zero drive field, is characterized by

\[
\Delta x = L \sqrt{\frac{\Gamma_{ab} \Gamma_{cb}}{|\Omega|^2}},
\] (24)

where \( \Omega = \Omega_d(z = 0,x = 0) \). This region is small, but its contrast is limited because of the finite absorption of the medium at the center of optical line (Fig. 3(c)).

For higher optical density, this narrow feature becomes broadened (compare Fig. 3(c) and (d)), but two narrow peaks are formed during the propagation of the probe beam (see Fig. 3(d)). For zero detuning, their width is given by
The drive field provides flexibility for creating patterns with sizes smaller than the wavelength of the laser. The distribution of fields is governed by electrodynamics and has a diffraction limit, while the distribution of molecules in their excited states is NOT related to the diffraction limit, but rather determined by the relaxation rates $\Gamma_{ab}$ and $\Gamma_{cb}$, and thus can have spatial sizes smaller than the wavelength.

3. Experimental demonstration

In this section, we report a proof-of-principle experiment in Rb vapor to demonstrate our approach. We have observed that the distribution of the transmitted probe beam intensity has a double-peak pattern, which is similar to that of the drive beam, but the width of the peaks of the probe beam is narrower than that of the drive beam.

The experimental schematic is shown in Fig. 4. We obtain a good quality spatial profile by sending the radiation of an external cavity diode laser through a polarization-preserving single-mode optical fiber. The laser beam is vertically polarized and split into two beams (drive and probe). The probe beam carries a small portion of the laser intensity, and its polarization is rotated to be horizontal.

To create a double-peak spatial distribution for the drive field, the drive beam is split into two beams that cross at a small angle, using a Mach-Zehnder interferometer (shown in the dashed square of Fig. 4). A typical two-peak interference pattern of crossing beams is shown as Fig. 4A.

The probe and drive beams combine on a polarizing beam splitter, arranged so that the probe field and the interference pattern of the drive field are overlapped in a Rb cell. The Rb cell has a length of 4 cm, and is filled with $^{87}$Rb. A magnetic shield is used to isolate the cell from any environmental magnetic fields, while a solenoid provides an adjustable, longitude magnetic field. The cell is installed in an oven that heats the cell to reach an atomic density of $10^{12}$ cm$^{-3}$. The laser is tuned to the D$_1$ line of $^{87}$Rb at the transition $5^2S_{1/2}(F = 2) \rightarrow 5^2P_{1/2}$ ($F = 1$).

As stated above, the probe and drive beams have the orthogonal linear polarizations. A quarter-wave plate converts them into left and right circularly polarized beams, which couple two Zeeman sublevels of the lower level and one sublevel of the excited level of the Rb atoms (see the inset of Fig. 4).

After passing through the cell, the probe and drive beams are converted back to linear polarizations by another quarter-wave plate and the separated by a polarizing beam splitter (PBS). The power of transmitted probe field is monitored by a photodiode (PD). The spatial intensity distribution of probe field is recorded by an imaging system, consisting of the lens L3 and a CCD camera.

The intensity of the probe beam is low enough that its transmission through the cell is almost zero without the presence of drive laser. Applying the drive laser makes the atomic medium transparent for the probe laser wherever the EIT condition is satisfied. If the drive laser has a certain transverse spatial distribution, then that pattern can be projected to the transmission profile of the probe laser.
Fig. 4. Experimental schematic. $\lambda/2$: half-wave plate; $\lambda/4$: quarter-wave plate; L1, L2, L3: lenses; MZ: Mach-Zehnder interferometer; PZT: piezoelectric transducer; PBS: polarizing beam splitter, PD: photo diode; CCD: CCD camera. Picture A is the spatial intensity distribution of the drive field. Picture B is the beam profile of the parallel probe beam without the lens L1. Picture C is the beam profile of the diffraction limited probe beam with the lens L1. All three of pictures have been made with with the camera at the location of the cell, which has temporally been removed. The inset is the energy diagram of the Rb atom, showing representative sublevels.

Two different experiments have been performed. In the first experiment, the lenses L1 and L2 are not used, and the probe beam is a parallel beam with a diameter of 1.4 mm. The image of the drive intensity distribution in the cell is shown in Fig. 5(a). The probe intensity has a Gaussian distribution before entering the cell, and its distribution is similar to the drive intensity distribution after the cell. As shown in Fig. 5(b), however, the transmitted probe intensity has a distribution that has sharper peaks compared with the pattern of the drive intensity. The horizontal cross-sections of the drive and the transmitted probe distributions are shown in Figs. 5(c) and (d) respectively. In the drive intensity profile, the width (FWHM) of the peaks is 0.4 mm. The width (FWHM) of the peaks in the transmitted probe intensity profile is 0.1 mm. The spacing between two peaks is the same for both the drive and transmitted probe fields. We define the **finesse** as the ratio of the spacing between peaks to the width of peaks. The finesse of the transmitted probe intensity distribution is a factor of 4 smaller than that of the drive intensity distribution.

In the second experiment, the lenses L1 and L2 are used. A parallel probe beam (Fig. 4B) with a diameter of 1.4 mm is focused by the lens L1, which has a focal length of 750 mm. The beam size at the waist is 0.5 mm, which is diffraction limited. To assure experimentally that
the beam is diffraction limited, we increased the beam diameter of the parallel beam by the factor of 2, and the beam size at the waist became two times smaller. The lens L2 is used to make the drive beam smaller in the Rb cell, where the pattern of drive field is spatially overlapped with the waist of the probe beam. Classically, there should be no structures at the waist of the probe beam because it is diffraction limited. Structures can be created in a region smaller than the diffraction limit in our experiment, however. The experimental result is shown in Fig. 6. The drive field still has a double peak intensity distribution (Fig. 6(a)). The transmission of the diffraction limited probe beam also has a double-peak intensity distribution as shown in Fig. 6(b). Curves (c) and (d) are the beam profiles of the drive and transmitted probe beams respectively. The width of the peaks in the drive beam is 165 \( \mu \text{m} \), and the width of the peaks in the transmitted probe beam is 93 \( \mu \text{m} \). The finesse of the transmitted probe beam is 1.8 times greater than that of the drive beam. For the probe beam, the structure created within the diffraction limit has a size characterized by the width of peaks (93 \( \mu \text{m} \)). This characteristic size is 5 times smaller than the size of the diffraction limited probe beam (500 \( \mu \text{m} \), see the spot of Fig. 4(C)).

At the end, we would like to stress here that the concept based on dark states successfully works in Rb vapor. One can see that the width of the probe image (C) is at least three times smaller than the width of the drive image (A). Although the diffraction limit is “beaten,” the experiment does not violate any laws of optics. The probe beam is diffraction limited, but
Fig. 6. The results of the experiment with the diffraction limited probe beam. Picture (a) shows the image of the intensity distribution of the drive field in the Rb cell. Picture (b) shows the image of the intensity distribution of the transmitted probe field. Curves (c) and (d) are the corresponding profiles. The widths of the peaks in curves (c) and (d) are 165 µm and 93 µm, respectively.

the atoms are much smaller than the size of diffraction-limited beam. Moreover, due to the strong nonlinearity of the EIT, the characteristic size of the pattern in the transmitted probe beam is much smaller than that of the drive beam and the diffraction limit of the probe beam.

We have also measured the narrowing effect vs. the detuning of the probe field and have performed simulations using the density matrix approach. The results are shown in Fig. 7. The calculations reproduce the data satisfactorily. The dependence on detuning has not been considered in [20, 23, 24, 22]. It is unique for our approach and can be understood in the following way. Absorption by the atomic medium given by Eq.(21) with a drive intensity distribution given by Eq.(22) can be written as

\[ \kappa = \eta \left( \frac{\gamma_b}{\Omega^2} + \frac{\gamma_b^2}{|\Omega|^4} + \left( \frac{\gamma_b}{|\Omega|^2} + \frac{2 \gamma_b^2}{|\Omega|^4} \right) \left( \frac{X}{L} \right)^2 \right) \]  

(26)

Then, ratio of the width of the probe intensity distribution to the width of the drive intensity distribution is given by

\[ R = \frac{L}{\Delta x} = \sqrt{\eta z \left( \frac{\gamma_b}{|\Omega|^2} + \frac{2 \gamma_b^2}{|\Omega|^4} \right)} \]  

(27)

From this we see that the finesse increases with the detuning.
Fig. 7. Narrowing of the transmitted probe intensity distribution as function of the probe detuning: (a) experimental results and (b) theoretical simulation. The transmission of the probe is shown as well.

It is worth to mention here that a proof-of-principle experiment has been already reported in [14] that the concept works in Rb vapor and have experimentally demonstrated the possibility of creating structures having widths smaller than those determined by the diffraction limits of the optical systems. The results obtained here can be viewed as an experimental verification of our approach, as well as evidence supporting the theoretical predictions and results obtained by others [20, 23, 24, 22]. The challenges associated with pushing our method to the subwavelength regime are formidable. In vapor or gaseous medium, transit-time broadening is the dominant dephasing mechanism that limits the smallness of the region in which a dark state can be formed. Solid-state systems may be more appropriate, although, the most difficult aspect of this approach is devising a way to observe subwavelength structures. This technique might be used in microscopy by studying the distribution of molecules with subwavelength resolution or in lithography by manipulating molecules in the excited state. Also, note that it may be possible to apply this approach to coherent Raman scattering (for example, CARS). This may improve the spatial resolution of CARS microscopy.
4 Microscopy with quantum fields

4.1 Simplified model

Let us consider two identical marker molecules that are separated by distance $d$ from each other (see Fig. 8). The level structure of molecules is shown in Fig. 9. We also assume that there is no dipole-dipole interaction between molecules, i.e. the level structure does not depend on the distance between molecules.

![Fig. 8. Two marker molecules at some distance that can be resolved by quantum microscopy analyzing shifts or magnitudes of $G^{(2)}$ fringes.](image)

We shine the laser radiation on the system. It consists of two fields that we treat as classical fields: the first field $\Omega_p$ is weak and it has large one-photon detuning from the resonance; the second field $\Omega$ is much stronger than the first one ($\Omega_p \ll \Omega$) and it is resonant to the electron transition between the ground state and the excited state of two marker molecules.

The first field having frequency $\nu_p$ excited the molecule from ground state level $b$ to generate a Raman Stockes photon, and the molecule ends up in the level $c$. Then the second laser field...
having frequency $\nu_d$ excites the molecule to level $a$ to generate anti-Stokes photon and ends down to the starting ground level $b$.

Now, if the two emitted photons are well separated in time, then the two photon state $|\Psi\rangle$ can be factorized as a sum of products of one photon Stokes ($|\nu\rangle$) and anti-Stokes ($|\omega\rangle$) states from molecules at $A$ and $B$, that is

$$|\Psi\rangle = \frac{1}{\sqrt{2}} [(|\nu, \omega\rangle_A + |\nu, \omega\rangle_B)]. \quad (28)$$

Then the spontaneous Stokes and anti-Stokes radiation of Fig. 1a will be independent, and the Glauber photon-photon correlation function factorizes. To see this we recall

$$G_{\nu\omega}^{(2)} = \left\langle \Psi \left| \hat{E}^{(-)}(1)\hat{E}^{(-)}(2)\hat{E}^{(+)}(2)\hat{E}^{(+)}(1) \right| \Psi \rightangle \quad (29)$$

in which $G_{\nu\omega}^{(2)} = G_{\nu\omega}^{(2)}(1,1';2,2')$, $\hat{E}^{(+)}(1)$ is the positive frequency (annihilation operator) part of the electric field and $E^{(1)}(1)$ is the corresponding negative frequency (creation operator); $1$ stands for $\mathbf{r}_1$, $t_1$ where $\mathbf{r}_1$ is the vector to detector 1, etc (Fig. 1a). The times $t_i$ are controlled by e.g., shutters.

The two-photon probability $G^{(2)}(1,2) = |\Psi(1,2)|^2$ for a single molecule has been calculated in [2]. The photon-photon correlation function for two molecules has been calculated from the two photon amplitude [2], and it is given by

$$G^{(2)}/\mathcal{G} = e^{-\Gamma \tau_1} e^{-\gamma \tau_2} \sin^2 \Omega \tau_{21} + e^{-\Gamma' \tau'_1} e^{-\gamma' \tau'_2} \sin^2 \Omega' \tau'_{21} +$$

$$e^{-\Gamma(\tau_1 + \tau'_1)} e^{-\gamma(\tau_2 + \tau'_2)} \sin \Omega \tau_{21} \sin \Omega' \tau'_{21} \times$$

$$2 \cos[v(\tau_1 - \tau'_1) + \omega(\tau_2 - \tau'_2)] \quad (30)$$

with $\tau'_1 > 0, \tau_1 > 0, \tau_2 > \tau_1$ and $\tau'_2 > \tau'_1$. Physically, this describes the finite time, governed by $\hat{\Omega}$, to promote the molecule from $b$ to $a$ (similarly to the driven two-level system, see [17]). Mathematically, the vanishing of $G^{(2)}$ when $\tau_1 = \tau_2$, is a result of quantum interference between the two paths of Fig. 2.

### 4.2 Determine minimal distance between marker molecules

We are interested to determine how small distance between molecules $d$ can be. To answer this question we present $G^{(2)}$ as series on $d$. The geometry is shown in Fig. 8. The distance from molecule $A$ to detector 1 is given by

$$r_{1,2}^{A,B} = \sqrt{d_{1,2}^2 + (x_{1,2} + d/2)^2} \sim R_{1,2} + \frac{dx_{1,2}}{2R_{1,2}}, \quad (31)$$

We can rewrite $\hat{\Omega} \tau_{21}$ as $\hat{\Omega} \tau_{12} = \alpha - d\beta$ and $\hat{\Omega} \tau'_{21}$ as $\hat{\Omega} \tau'_{12} = \alpha + d\beta$, where $\alpha = k_{12}(R_1 - R_2) = k_{12}R_1$ and $\beta = (\frac{x_1}{2R_1} - \frac{x_2}{2R_2})$. Interference term is given by $\cos[v(\tau_1 - \tau'_1) + \omega(\tau_2 - \tau'_2)] = \cos \xi d$, where $\xi = k_{12}(\frac{x_1}{R_1} + \frac{x_2}{R_2})$.

The $G^{(2)}(x_1,x_2)$ is given then by
\[ G^{(2)}(x_1, x_2) = \sin^2(\alpha - d\beta) + \sin^2(\alpha + d\beta) + 2\sin(\alpha - d\beta)\sin(\alpha + d\beta)\cos\xi d. \tag{32} \]

First, we consider moving two detectors together, \(x_1 = x_2\), so

\[ G^{(2)}(x_1) = \sin^2[\tilde{k}_\Omega(R_1 - D)]\cos^2[\tilde{k}_d \frac{x_1}{R_1}] \tag{33} \]

where we introduce \(\tilde{k}_\Omega = \frac{\Delta}{c}(n_1 - n_2)\), \(\tilde{k} = k(n_1 + n_2)\). The location of the fringes is given by \(\frac{\partial G^{(2)}(x_1)}{\partial x_1} = 0\) or

\[ \frac{D^2 \tilde{k}_d}{R_1^2 x_1} \tan[\tilde{k}_d \frac{x_1}{R_1}] \tan[\tilde{k}_\Omega(R_1 - D)] = \tilde{k}_\Omega. \tag{34} \]

Using \(kd \ll 1\), the position of the first fringe can be given by

\[ x_p = \frac{\sqrt{(\frac{\pi}{2k_\Omega} + D)^2 - D^2} - \frac{k^2d^2D^2}{k_\Omega(\frac{\pi}{2k_\Omega} + D)^2 \sqrt{(\frac{\pi}{2k_\Omega} + D)^2 - D^2}}}{\tilde{k}_d}. \tag{35} \]

Minimal distance between molecules can be found at the given accuracy of measurement of fringe position as

\[ d_{\text{min}} = \frac{\tilde{k}_\Omega(\frac{\pi}{2k_\Omega} + D)\sqrt{(\frac{\pi}{2k_\Omega} + D)^2 - D^2}}{\tilde{k}_d} \tag{36} \]

where \(\epsilon = \delta x_p/x_p\). While the change of distance between molecules can be measured much more accurately, namely

\[ \delta d_{\text{min}} = \frac{\lambda}{8\pi^2(n_1 + n_2)^2}\left(\frac{\lambda}{\delta a}\right) F(\tilde{k}_\Omega, D)\epsilon, \tag{37} \]

where we introduce a function

\[ F(\tilde{k}_\Omega, D) = \frac{\pi\tilde{k}_\Omega D}{2}\left(\frac{\pi}{2\tilde{k}_\Omega D} + 2\right)\left(\frac{\pi}{2\tilde{k}_\Omega D} + 1\right)^2 \tag{38} \]

optimizing the Rabi frequency of the drive laser field we obtain

\[ \delta d_{\text{min}} = \frac{\lambda}{8\pi^2(n_1 + n_2)^2}\left(\frac{\lambda}{\delta a}\right) \frac{3\sqrt{5} + 7}{\sqrt{5} - 1}\epsilon \tag{39} \]

for \(\tilde{k}_\Omega D = \frac{\pi}{(\sqrt{5} - 1)}\). Thus optimize driving field we obtain

\[ \delta d = \frac{\lambda}{3(n_1 + n_2)^2}\left(\frac{\lambda}{\delta a}\right) \epsilon \tag{40} \]

Second, In the limit of small \(d \ll r_{1,2}, R_{1,2}, d_{1,2} \mid x_{1,2} \mid\), we can rewrite Eq.(32) as
Then the ratio is given by

\[ G^{(2)}(x_1, x_2) \simeq (4 - \xi^2 d^2) \sin^2 \alpha \]  \hspace{1cm} (41)

Assume that \( x_1 + x_2 = 0 \) we obtain

\[ \frac{G^{(2)}(x_1)}{G^{(2)}(x_1')} = \frac{\sin^2 \alpha(x_1)}{\sin^2 \alpha(x_1')} \left( 1 - \frac{\xi^2(x_1) - \xi^2(x_1')}{4} d^2 \right) \]  \hspace{1cm} (42)

In addition, assume that we can measure the ratio with \( \epsilon = 1\% \) accuracy

\[ \frac{\xi^2(x_1')}{4} d^2 \sim 10^{-2} \rightarrow d_{\text{min}} = \frac{\sqrt{2} \lambda}{\pi 2 \sqrt{R_1 \xi x_1} \sqrt{\epsilon}} \sim \frac{\lambda}{20\pi}. \]  \hspace{1cm} (43)

Interesting feature of the microscope is that it has high sensitivity to small changing of the distance between molecules. Indeed,

\[ \delta d = \frac{\lambda}{2\pi^2(n_1 + n_2)^2} \left( \frac{R_1}{x_1} \right)^2 \left( \frac{\lambda}{d} \right) \epsilon. \]  \hspace{1cm} (44)

5. Final remarks

We have reviewed the basic physics underlying to localize atoms and molecules better than the the so-called diffraction limit. Precise atomic position measurement has attracted a great deal of interest for many years because of many applications such as atom lithography, microscopy, and atom localization. On the other hand, the resonance fluorescence emitted collectively by many interacting two-level atoms in an external driving laser field has been studied extensively for different parameter ranges [26, 27, 28, 29, 30, 31, 32, 33]. Following the idea of reaching subwavelength resolution for nonidentical, individually addressable objects [15], a relation between collective fluorescent light and the geometry of the setup was also shown experimentally [34].

In [35], motivated by the localization of an atom inside an optical field [36], it has been showed that distance and position information can be obtained by measuring the fluorescence spectrum of a two-atom system inside a standing-wave field, relying entirely on far-field measurement techniques. Typically, this scheme will be limited by the difficulties in fixing the positions of the two atoms rather than by constraints of the measurement scheme itself, which in principle allows one to achieve resolution far below the classical Rayleigh limit of optical microscopy technology.

In addition to the fluorescence spectrum, also the intensity-intensity correlation function of the light emitted by a collection of two- and three-level atom systems subject to driving fields has been investigated [31, 32, 37, 38, 39]. Most of these works, however, focused on nonclassical properties of the emitted field.
The role of the dipole-dipole interaction between atoms has been recently taken into account in [21]. In particular, it was demonstrated how the distance information can be obtained by measuring the intensity-intensity correlation function of the emitted fluorescence field. It turns out that the power spectrum of the intensity-intensity correlation function is well suited to gaining distance information over a wide range of parameters with high accuracy. The obtained results can be applied to physical systems which may be approximated as two-level systems, where the two energy states are connected by an electric-dipole-allowed transition. Possible examples include atoms, molecules, and artificial quantum systems such as quantum dots.
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7. References


Lasers and electro-optics is a field of research leading to constant breakthroughs. Indeed, tremendous advances have occurred in optical components and systems since the invention of laser in the late 50s, with applications in almost every imaginable field of science including control, astronomy, medicine, communications, measurements, etc. If we focus on lasers, for example, we find applications in quite different areas. We find lasers, for instance, in industry, emitting power level of several tens of kilowatts for welding and cutting; in medical applications, emitting power levels from few milliwatt to tens of Watt for various types of surgeries; and in optical fibre telecommunication systems, emitting power levels of the order of one milliwatt.

This book is divided in four sections. The book presents several physical effects and properties of materials used in lasers and electro-optics in the first chapter and, in the three remaining chapters, applications of lasers and electro-optics in three different areas are presented.
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