Classification cascade is a well-known technique to reduce classification complexity (recognition time) while attaining high classification accuracy. Cascades are usually built using ad-hoc procedures. The mission of this chapter is to introduce a principled way of building cascades using a greedy approach. Given a large pool of classifiers, the proposed approach sequentially builds a near-optimal cascade. Given a set of N classifiers and one powerful classifier with satisfactory classification accuracy, the proposed algorithm automatically generates classification cascades with complexity $O(N^2)$ which means it is fast and scalable to large values of N. Experiments show that the proposed algorithm is efficient and builds classification cascades that substantially reduce the overall system complexity while preserving the accuracy.

1. Introduction

Suppose we have a classification task on which we have already found a complex classification technique that achieves a satisfactory accuracy. Suppose also while such classification technique is very powerful, its time complexity is unacceptably high. This scenario happens frequently in real life as many powerful but very time-consuming techniques have been devised in recent years (e.g. SVM and multi-classifier systems). Our goal would be to build a system that preserves the accuracy of that complex classifier while having much better timing performance.

The high complexity of powerful classifiers might give the impression that high accuracy could not be achieved without sacrificing recognition time. In fact, this is not true. The high average recognition time of a classifier in most cases is due to improper resource allocation. Weak classification techniques while not achieving satisfactory accuracy, they do a good job. They are capable of correctly classifying considerable number of cases. Actually, most of patterns in many problems are ‘regular’ patterns; that is, they could be classified using a simple classifications technique. So why should we use a very complicated time-consuming classification technique for just few extreme cases? This observation led to the development of cascade systems [Kanyank & Alpaydin, 1997] which is the main concern of this chapter. In such a system, all the patterns to be classified first go through a first stage; those patterns that are classified with confidence score higher than a certain threshold leave the system with the labels given to them by the first stage. The patterns that are classified with
confidence scores lower than the threshold are rejected to the second stage. In the same manner, the patterns pass through different stages until they reach the powerful last stage that does not reject any patterns. Figure 1 illustrates this idea.

The idea of classification cascades has been well-known for long time but has not attracted much attention in spite of its practical importance [Kuncheva, 2004]. Recently, and since the prominent work of Viola and Jones [Viola & Jones, 2001], the idea of cascade has been attracting considerable attention in the context of object detection which is a rare-event classification problem. To avoid any confusion, we will call the cascades used in the context of object detection "detection cascades" while we will call the cascades used in regular classification problems "classification cascades" in which we are interested in this chapter.

There are many works in the literature that try to build a cascade using some heuristics and ad-hoc procedures [Kanyank & Alpaydin, 1997, Pudil et al. 1992, Giusti et al., 1999, Gorgevik & Cakmakov, 2004, Ferri et al., 2004]. Some automatic approaches of building classification cascades consider the problem as an optimization problem and might be attacked using various optimization techniques (e.g. particle swarm [Oliveira et al., 2005], and simulated annealing [Chellapilla et al., 2006a]). The most elegant automatic approach was that of Chellapilla et al. [Chellapilla et al., 2006b] using Depth-First search. However, the algorithm is of complexity $O(Q^N)$, where $Q$ is a variable suggested to be 32 by [Chellapilla et al., 2006b]. This means that the algorithm is very slow and not scalable to large values of $N$.

In this chapter, we present an algorithm to automatically generate classification cascades given a set of $N$ classifiers and a powerful classifier with satisfactory accuracy. The algorithm is of complexity $O(N^2)$ which means it is fast and scalable to large values of $N$.

The remaining of this chapter is organized as follows. Section 2 formulates and states our problem. In section 3, we describe our proposed algorithm. Section 4 presents an experimental validation of our proposed algorithm. And in section 5 we conclude.

![Fig. 1. Typical classification cascade system.](www.intechopen.com)

### 2. Problem statement

We first assume that we have a pool of classifiers of different complexities and accuracies to be candidate members of the cascade. Note that we cannot use all the classifiers of the pool in the cascade. This is because not all cascades are efficient. You may find a cascade that is more complex than the powerful classifier; using a cascade like this is worthless. Also, one subset of classifiers could be better than other subsets. Furthermore, certain ordering of the classifiers in a cascade could be more efficient than other orderings. Hence, we are in need of an algorithm that selects the most efficient ordered subset of classifiers.
Our problem could then be formulated as follows. Given a classifier that is powerful and complex and given a pool of classifiers of different complexities and accuracies, we need to select the optimal (or near optimal) ordered subset that if put in a cascade structure gives an accuracy not less than that of the optimal case with the lowest complexity possible.

Now we are going to present some notations that will help presenting our algorithms formally. We denote an unordered set by boldface character surrounded by curly braces, and its elements by the same character but in italics and subscripted by numbers (e.g. $A_2, A_1, A_3, \ldots \in \{A\}$). An ordered set (or an array) is denoted by just a boldface character, and is elements by the same character but in italics and subscripted by numbers (e.g. $A = [A_3 A_4 \ldots]$). Note that the subscripts of an ordered or unordered set are arbitrary and hold no ordering significance. We enumerate the elements of an unordered set $\{A\}$ as follows $\{A\} = \{A_3, A_4, \ldots\}$ and the elements of the ordered set $A$ as follows $A = [A_4 A_2 \ldots]$. $C = [A \ B]$ means that the ordered set $C$ is a concatenation of the two ordered sets $A$ and $B$. $[B] = [A]\ A_i$ that the unordered set $B$ contains all the elements of the unordered set $B$ except the element $A_i$; and if $A_i \notin A$, then $[B] = [A]$. In this chapter we will represent a cascade by an ordered set whose elements are the classification stages ordered in the set from left to right. The function $\text{complexity}(A)$ returns the complexity of the cascade represented by array $A$ which is estimated using a validation set.

3. A greedy algorithm

We start with partitioning the dataset available for training and testing the system into 3 parts: training set, validation set, and test set. The training set is used for training the available classifier in the pool. The validation set is used by the algorithm that is going to be described in this section to build the cascade. The test set is used to test the performance of the overall system.

We first assume that the powerful classifier we use has accuracy more than any classifier in the pool of classifiers we generated. Then to build a cascade that has accuracy not less than that of the powerful classifier, we should put the powerful classifier as the final stage; hence, we will denote it $S_F$. The algorithm we propose then has now two jobs: To select an ordered subset of classifiers from the pool to serve as stages of the cascade before $S_F$ and to set the thresholds of the stages. Our algorithm, hence, has two steps presented below.

3.1 Step 1: Set the Thresholds

In our problem formulation, we stated that we do not want to get accuracy less than that of $S_F$. In a classification cascade, the only source of additional errors to that of $S_F$ is that of the classifiers in the cascade other than $S_F$. To avoid such source of error, we might adjust the thresholds of all the candidate classifiers in the pool to have almost zero errors. This makes any cascade built using the pool have also zero additional errors to that of $S_F$. While this procedure will lead to no additional errors to be committed by the cascade, it would make us use too tough thresholds. Tough thresholds make the classifiers reject most of the patterns to the next more complex stages, hence, to lose good opportunities of complexity reduction. Adjusting the errors to give zero errors for different cascade stages is actually unnecessarily too tough a procedure. We actually can let different classifiers commit some
errors without losing any overall accuracy. This is because there are some very elusive patterns that get falsely classified by weak classifiers with high confidence scores. If we put in mind not to commit any errors by any classifier in the pool, such illusive patterns will lead us to choose very high thresholds. Fortunately, most of these patterns could be ignored (not accounted as being errors) as they are most likely falsely classified by \( S_F \) too; and, hence, will not lead to any additional errors.

Our procedure for finding thresholds of pool classifiers will then be as follows. Using every classifier in the pool, classify the patterns of the validations set and order them according to the confidence scores they are given. Traverse these ordered patterns form the one that has been classified by the highest confidence score to the lowest. While traversing the patterns, monitor whether the patterns are correctly or falsely classified. Once you hit a pattern that is falsely classified, check whether this same pattern is falsely classified by \( S_F \) or not. If yes, then this pattern would not contribute to errors of the overall system and can be safely ignored, and we can continue traversing the patterns. We stop when we hit a pattern that is falsely classified by the classifier under consideration but correctly classified by \( S_F \). Then set the threshold of the classifier under consideration to be the confidence score of the pattern we stopped at. We do the same for all the classifiers in the pool to form the corresponding set of thresholds. This procedure is illustrated in Figure 2.

### 3.2 Step 2: Select from the Pool

Now we have a pool of classifiers (whose thresholds are set) and the final stage \( S_F \). The most direct and optimal way to build the cascade is to try all the possible combinations of the classifiers in the pool (different number of stages with different order of stages), then selecting the one of the lowest complexity. Note that the complexity of the cascade is calculated using the validation set. While this procedure guarantees selecting the optimal cascade, it has a complexity of \( O\left(\sum_{i=1}^{N} \frac{N!}{(N-i)!}\right) \), where \( N \) is the number of classifiers in the pool. This makes the procedure not scalable for large values of \( N \). Here we suggest a sequential greedy approach that selects a near-to-optimal cascade that has a complexity of \( O(N^2) \).

We start with the powerful classifier \( S_F \). This is the best single-stage system that achieves our constraint of having accuracy not less than \( S_F \). Now we search for the best two-stage classifier. This is done simply by trying all the nodes in the pool as a first stage (the last stage will be \( S_F \)), and then selecting the one that results in least complex cascade. Now we pick this classifier out of the pool and put it as the first stage in the cascade.

After finding the best two-stage system, we search for the best three-stage system. We assume that the best three-stage system will have the same first stage as in the best two-stage system calculated in the previous iteration. Now we try every classifier in the pool (except the one picked out as a first stage) as a second stage in a three stage system. We pick the one resulting in the least complex three-stage cascade. If this least complex three-stage cascade is more complex than the previously selected two-stage cascade, then the selected two-stage cascade is declared to be the best cascade and the algorithm stops. Suppose that we found a three-stage system that is better than the two-stage system we previously selected, we then proceed to find the best four-stage cascade. We assume that the best four-stage cascade will have the first two stages of the previously selected three-stage cascade as
first and second stages. Now we want to select the third stage from the pool (the fourth stage will be $S_t$). We select the classifier that results in the least complex cascade as described above. And the process continues until the pool is empty or until we select a cascade that is more complex than a previously selected one. Figure 3 shows this procedure through an example. Algorithm 1 presents it formally.

![Fig. 2. A hypothetical example illustrating threshold selection process. Each row represents a different pattern of the validation set. The left entry of each record is labeled '1' if a classification error is committed while the pattern is correctly classified by the most powerful classifier $S_F$. The right entry of each record is the top decision score of the corresponding pattern. The patterns are ordered according to the decision score. This process is done for every classifier in the pool to get the corresponding set of thresholds.](image-url)
Algorithm 1

// we will denote the pool of classifiers by the
// unordered set \{S_p\},
// and the final stage by S_f.
// the classifiers of \{S_p\} have arbitrary numbering
// S_c denotes the cascade selected so far

**Inputs**
A pool of classifiers \{S_p\} and a powerful classifier S_f

**Outputs**
A cascade S_c.

**Initialize**
best_complexity = complexity([S_f]).
Sc=[]. // an empty array

**Begin**
while (there are classifiers left in \{S_p\})
{
    k = \arg \min_{i \in \{S_p\}} \{\text{complexity}([S_c \ S_i \ S_f])\}
    new\_complexity = complexity([S_c \ S_k \ S_f]).

    if(new\_complexity \geq best\_complexity)
    {
        S_c = [S_c S_i].
        **Terminate.**
    }
    else
    {
        S_c = [S_c S_k S_f].
        \{S_p\} = \{S_p\} - S_k
        best\_complexity = new\_complexity.
    }
}
S_c = [S_c S_f].
**Terminate.**
Algorithm 1

// we will denote the pool of classifiers by the unordered set \{S_p\},
// and the final stage by SF.
// the classifiers of \{S_p\} have arbitrary numbering
// Sc denotes the cascade selected so far

Inputs
A pool of classifiers \{S_p\} and a powerful classifier SF.

Outputs
A cascade Sc.

Initialize
best_complexity = complexity(SF).

Sc = \[]. // an empty array
Begin

while (there are classifiers left in \{S_p\}) {

\[
\begin{align*}
\text{Sc} & \leftarrow \text{Sc} \cup \text{Sc}_F. \\
\text{Sc} & \leftarrow \text{Sc} \cup \text{Sc}_k. \\
\text{Sc} & \leftarrow \text{Sc} \cup \text{Sc}_F. \\
\text{Sc} & \leftarrow \text{Sc} \cup \text{Sc}_F. \quad \text{Terminate.}
\end{align*}
\]

}\]

}

Sc = Sc \cup SF. \quad \text{Terminate.}

Fig. 3. An example of the process of selecting classifiers from the pool to form the cascade.
4. Experiments

The dataset we used in our experiments is the MNIST [LeCun et al., 1998]. The MNIST has a total of 70,000 digits which we partitioned into 3 parts: i) a training set, which is composed of 50,000 digits and used for training the classifiers, ii) a validation set, which is composed of 10,000 digits used for optimizing the cascade system, and iii) a test set, which is used for final testing of the cascade. We then transformed each digit image of all sets into 200-element feature vector using gradient feature extraction technique [Liu et al. 2003].

We trained 48 different classifiers with different complexities and accuracies on the training set. The strongest of those 48 classifiers has been chosen to be $S_F$ and the remaining 47 classifiers now represent the pool of classifiers ($N = 47$). Three different types of classifiers are used: one-layer neural network (1-NN or linear classifier), two-layer neural network (2-NN), and SVM. For each classifier type, we generated a number of classifiers of different structures. First we ranked all 200 gradient feature elements according to their importance using ReliefF feature ranking technique [Kononenko, 1994]. Then, for 1-NN network, we generated a classifier that has as the most important 25 feature elements as input, and then another one with the most important 50 feature elements, then 75, and so on, till we finally generated a classifier with all the 200 feature elements. Hence, we have 8 different 1-NN classifiers. The same was done for SVM; hence, we have additional 8 different classifiers. This also was done for 2-NN, but for each number of inputs, we generated a classifier with different number of hidden units: 50, 100, 150, and 200. Hence, we have 8 1-NN classifiers, 8 SVMs, and $8 \times 4$ 2-NN classifier; so, we have a total of 48 classifiers of different structure and accuracies. We chose the most powerful classifier $S_F$ to be the SVM classifier with 200 features as it gained the highest accuracy on the validation set. We measured the complexity of a certain classifier as the number of floating point operations (flops) [Ridder, 2002] it needs to classify one pattern divided by the number of flops the least complex classifier we have generated (that is, the 1-NN with 25 inputs) needs to classify one pattern. That is the complexity of 1-NN of 25 inputs is 1; and it was found that $S_F$ has a complexity 5638.

We applied our greedy algorithm on the generated classifiers. Table 1 shows complexities and errors of $S_F$ and complexities and errors of the cascade built using our greedy algorithm. It is obvious that the complexity is reduced considerably while not sacrificing the accuracy. We would like to note here that not all the 47 classifiers of the pool are selected to be members of the cascade. As shown in Figure 4, the cascade built using our algorithm has only 9 stages (including $S_F$). The advantage of using a large pool of classifiers is then to give a large room of possible cascades for the algorithm to choose from.

Now to show that our algorithm is near optimal, we compare it with the optimal case which is the exhaustive search we discussed in section 3.2. The exhaustive search has an exponential complexity in $N$ (number of classifier in the pool, which is 47 in our case). Hence, we cannot apply the exhaustive search algorithm on all the 47 classifiers of the pool. We then selected 5 classifiers randomly and applied both the exhaustive and the greedy algorithms on them. We repeated this 15 times and calculated the average of the resulting errors and complexities (see Table 2). Table 2 shows that our algorithm achieves a reduction in complexity that is near to the optimal case. Furthermore, comparing Table 1 and Table 2 shows that applying the algorithm on whole the 47 classifiers has superior results than the case of using 5 classifiers. This shows that using more classifiers in the pool gives more opportunity for reducing the complexity. This fact favors algorithms that are scalable for large values of $N$ like the one represented in this chapter.
5. Conclusion

Fig. 4. The build cascade using the proposed algorithm.
In this chapter, we have proposed an algorithm to automatically generate classification cascades. The algorithm is fast and scalable. Experiments showed that our algorithm is efficient and builds classification cascades that substantially reduce the overall system complexity while preserving the accuracy.

<table>
<thead>
<tr>
<th></th>
<th>Complexity</th>
<th>Error</th>
<th># of stages</th>
</tr>
</thead>
<tbody>
<tr>
<td>SF only</td>
<td>5638</td>
<td>66</td>
<td>1</td>
</tr>
<tr>
<td>Cascade built using greedy algorithm</td>
<td>239.9</td>
<td>67</td>
<td>9</td>
</tr>
</tbody>
</table>

Table 1. The performance of our algorithm when given all the generated classifiers as compared to using SF only in terms of errors and complexity (both are calculated using the test set).

<table>
<thead>
<tr>
<th></th>
<th>Average Complexity</th>
<th>Average Error</th>
<th>Average # of stages</th>
</tr>
</thead>
<tbody>
<tr>
<td>SF only</td>
<td>5638</td>
<td>66</td>
<td>1</td>
</tr>
<tr>
<td>Cascade built using greedy algorithm</td>
<td>480.9</td>
<td>66.9</td>
<td>5.2</td>
</tr>
<tr>
<td>Cascade built using exhaustive search</td>
<td>440.7</td>
<td>67.3</td>
<td>5.4</td>
</tr>
</tbody>
</table>

Table 2. The performance of our algorithm when given pools of randomly selected 5 classifiers (plus SF) as compared to using SF only and using the optimal procedure (exhaustive search) in terms of average errors and average complexity (calculated using the test set).
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