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1. Introduction

One of the most common issues in developing intelligent vehicle concepts is self localization and autonomous navigation. In this chapter, we are particularly interested in global localization of urban autonomous vehicles. To get a global position of a vehicle navigating in urban areas, localization systems must be adapted to different kinds of environments in presence of dynamics objects. In order to achieve global localization, there are two approaches. The first one is based on sensors data fusion. The second approach uses knowledge on the environment of navigation.

In most data fusion based methods, the environment is represented using a GIS (Geographic Information System). The environment representation is augmented by introducing structured elements from sensors. In [1], Chen proposes a method that estimates the camera movements using edge matching. The initial position is given by fusing data coming from a D-GPS (Differential Global Positioning System), a GIS and other sensors. Kais and al. [2] propose to fuse vertical features recorded into a GIS with images provided by an embedded camera. The principle is to construct regions around vertical features in order to compute the position and the orientation of the camera. The localization process is achieved by determining correspondences between virtual and real features.

The environment knowledge based approach is interesting when sensors unreliability is considered. In spite of GPS sensors can be accurate (for example by using RTK-GPS systems) GPS information is not adapted into dense urban areas. Indeed, because of the difficulty to detect satellites (due to the presence of buildings) and reflection of GPS signals, the GPS system may lose in his accuracy and may even provide false positions. This situation is known by the urban canyonning problem [3].

In order to discard this problem, the environment knowledge approach consists in creating an image key database. The camera position and orientation are computed for each image referenced during the learning phase. In [4], Katsura et al. propose a method, which adds a region analysis to distinguish different region types. The aim is to process specifically each region that evolves differently through the time. Based also on image key learning sequence, the method proposed by Royer and al. [5] computes 3D specific points. Bundle adjustments [6] are used in order to increase the model precision. For each movement of the camera, the position is determined using the closest 3D features.
Between these two main approaches, there are some hybrid localization methods. For vehicle navigation in urban areas, Gerogiev and Allen propose a technique, which consists in fusing data coming from several sensors [7]. When the sensors information is unavailable, a camera makes a visual servoing between the images provided by the camera and the images coming from a geo-referenced image database.

In this chapter, the presented approach is based on image key learning sequence. The aim is to achieve self localization using only stereoscopic information. As Royer and al. in [5], the proposed stereovision based method constructs a 3D model. In the approach, the 3D model is built from 3D features reconstructed using SIFT based stereo matching and tracked using temporal matching.

This chapter is organized as follows. Section 2 presents the concept and fundament to construct a 3D model based on image SIFT features. Section 3 explains how to localize a camera using a database containing 3D points, reconstructed from the matching of SIFT features. Before concluding, results in various conditions are presented in section 4.

2. Model construction

In order to compute the global position of a camera, one needs to construct a 3D model composed by features that can be matched under image changes like translation, rotation and scaling. In external conditions like in urban environments, it is important that image features are partially invariant to illumination changes. Most of the existing approaches use Harris corner detector [8], which is sensitive to the scale of images. As a consequence, building a map requires a lot of images and a considerable number of points extracted in each image. Moreover, in the localization process, the vehicle exploration must be close to the learned trajectory.

In the proposed method, Scale Invariant Feature Transform (SIFT) features are used. Introduced by Lowe [9], SIFT features have detailed characteristics that make them suitable landmarks for robust Self Localization And Mapping (SLAM), because when mobile robots are moving in an environment, landmarks are observed from different angles, distances and under different illumination changes. Each reconstruction or localization step is based on the matching process of SIFT features.

Figure 1 shows an example of SIFT features extracted from the left and right images taken by a virtual simulated stereoscopic sensor with two cameras. The resolution of the images is 640x480. In this example, eight levels of scale are used to extract SIFT features. There are about 2000 features in each image. This quantity of features is generally sufficient for the considered task, but if desired, the number can be increased by increasing the scales and the image resolution.

At each reconstruction step-frame, the SIFT features are extracted from the two rectified stereo images and are then matched. The images are rectified using the Zhang method for stereo camera calibration [10]. Matched SIFT features are stable and serve as better landmarks for detecting and tracking the objects observed in the environment. The stereo matching of the SIFT features provides 3D points that serve to construct the 3D model.

2.1 Stereo matching

Considering the stereovision sensor, the right camera serves as the reference camera. The two cameras are separated by a distance $E=12cm$ and have the same focal length $f$ (see Figure 2). The stereo matching of the SIFT features uses the following constraints:
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Fig. 1. SIFT features extraction

![SIFT features extraction](image1)

Disparity constraint. Considering a candidate match composed with a left feature and a right feature, the difference between the horizontal image coordinates of the features must be within a predefined disparity range.
**Epipolar constraint.** The vertical image coordinates of the left and right features must be within 1 pixel of each other, as the images are aligned and rectified.

**Orientation constraint.** The difference of the orientations of the left and right features must be within a predefined range.

**Scale constraint.** One scale must be at most one level higher or lower than the other. Adjacent scales differ by a factor of 1.5 in the proposed SIFT extraction procedure.

**Uniqueness constraint.** If a feature has more than one match satisfying the above constraints, the matches are considered as ambiguous and are discarded so that the resulting matches are more consistent and reliable.

After matching the SIFT features, a list of matched couples is obtained. For each couple, an image horizontal disparity is computed and then a 3D point is reconstructed by considering the intrinsic and extrinsic parameters of the cameras. The 3D point has its coordinates in a reference associated to the stereovision sensor. All the reconstructed 3D points are added to the database after computing their global position (see section 3). In order to use them as landmarks, the orientations and scales of the corresponding SIFT features are set respectively to the average of the orientations and the scales computed in the left and right images.

### 2.2 Model computation

Let’s define an axis-aligned stereoscope $S$ where the left and the right cameras are defined respectively by their optical centers $C$ and $C'$, with the same focal length $f$, and separated with a distance $E$ (cf. figure 2). Let $W = \{W_x, W_y, W_z\}$ be a 3D point from the world coordinate system, $q = \{q_x, q_y\}$ and $q' = \{q'_x, q'_y\}$ are the projections of the point $W$ into the left and right cameras, respectively. Using the stereo triangulation technique, the point $W$ can be computed given the image projections $q$ and $q'$ and knowing the intrinsic and extrinsic parameters:

$$
W_x = \frac{W_z \cdot q'_x}{f}, 
W_y = \frac{W_z \cdot q_y}{f}, 
W_z = \frac{f \cdot E}{q_x - q'_x}
$$

(1)

Figure 3 shows the projection on the left and right images of the reconstructed 3D points after the stereo matching process.

![Fig. 3. Projection of the reconstructed 3D points on the left and right images](www.intechopen.com)
2.3 3D model construction
The global 3D construction is based on an incremental method. At the beginning, the first stereoscopic acquisition is used to initialize the 3D reconstruction process.

Let’s $C_1, C_2, \ldots, C_N$, be the camera positions computed respectively from the pose 1 to the pose $N (N \geq 3)$. The goal is to determine the position $C_{N+1}$ of the camera, associated to the pose $N+1$. After image acquisition $I_{N+1}$ from the unknown position $C_{N+1}$, the SIFT features are extracted. Let $q^i_{N+1}$ be the $i$th extracted SIFT feature from the image $I_{N+1}$. The extracted points are then matched with the SIFT points extracted from the image $I_N$. A list of couples of matched points $(q^i_N, q^i_{N+1})$ is finally obtained. Note that the point $q^i_{N+1}$ may have any corresponding point in the image $I_N$. This means that from one image to the other, identified points may disappear and new points may appear. The 3D global position of the new points is determined by using a robust construction method described in the next section.

The main problem of the path reconstruction with temporal matching is that the estimation of each point position is based on the previous computed ones. Consequently, the computation errors increase throughout the reconstruction process. The bundle adjustment process [6] limits the error computation. This process increases the construction precision by using multiple views. It consists on a minimization process based on the Levenberg-Marquardt algorithm [11]. The function $f \left( C_E^1, \ldots, C_E^N, Q^1, \ldots, Q^M \right)$ to be minimized is defined from the extrinsic cameras parameters $C_E$ and the 3D points $\{Q^j\}$ extracted from stereo 3D reconstruction using multiple views. This function is expressed as follows:

$$f \left( C_E^1, \ldots, C_E^N, Q^1, \ldots, Q^M \right) = \sum_{i=1}^{N} \sum_{j=1}^{M} \left\| q^i_j - \pi \left( P^j_i Q^j \right) \right\|^2$$

Where $\left\| q^i_j - \pi \left( P^j_i Q^j \right) \right\|^2$ is the square Euclidian distance between the SIFT point $q^i_j$ and the point $\pi \left( P^j_i Q^j \right)$, which is the projection of the 3D point $Q^j$ on the camera at the $i$th position, called also the retro-projection of the point $Q^j$. $P^j_i$ is the projection matrix obtained from the extrinsic $\left( C_E^i \right)$ and intrinsic parameters of the camera at the $i$th position.

In order to make the algorithm more robust, false matches are removed. The minimization process begins by keeping the points satisfying the condition $\left\| q^i_j - \pi \left( P^j_i Q^j \right) \right\|^2 < \varepsilon$, where $\varepsilon$ is a constant fixed empirically to 9. The minimization algorithm converges when the number of the retro-projection points becomes stable.

Figure 4 shows an example of an environment 3D model construction. This figure represents a model view in two different render types. In the middle of the right sub-image, the circular shape represents the vehicle trajectory. The other shapes around the trajectory represent the 3D reconstructed points, corresponding to the environment 3D model.

3. Localization
After completing the 3D model construction of the environment of navigation, the camera position can be computed by matching the SIFT features extracted from the acquired images.
with those stored in the database, corresponding to the learned trajectory. When the initial camera position is unknown, the extracted SIFT features are matched with all features from the database. This starting procedure necessitates a considerable computation time. However, when started, the localization process uses the last computed position in order to compute the current one. This allows filtering the features from the database in order to consider only those corresponding to the current view. This filtering stage reduces the complexity computation by ignoring more than 90% of the features during the matching procedure, allowing thus real time localization.

Let \( \{Q_i\}, i = 0\ldots n, \) be the 3D points extracted from the stereoscopic sensor defined as \( C \) (see figure 5). The points \( Q_i \) are expressed into the stereoscopic coordinate system. In order to compute the global position of the stereoscopic sensor, the SIFT matching process is used to associate to each point \( Q_i \) a point \( W_i \) of the environment 3D model.

The Euclidian distances between the stereoscopic sensor and the points \( Q_i \) are computed and defined as \( d_i \). The relation giving the camera position into the global coordinate system is expressed as follows:
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\[
\begin{align*}
\left( C_x - Q_x^i \right)^2 + \left( C_y - Q_y^i \right)^2 + \left( C_z - Q_z^i \right)^2 & = d_i^2 \\
\vdots \\
\left( C_x - Q_x^n \right)^2 + \left( C_y - Q_y^n \right)^2 + \left( C_z - Q_z^n \right)^2 & = d_n^2
\end{align*}
\]  

(3)

In order to resolve the equations system (3), it is necessary to minimize the equation (4) using the Newton-Gauss algorithm.

\[
S(\beta) = \sum_{i=0}^{n} r_i^2
\]

(4)

where \( r_i = d_i^2 - f_i(\beta) \), \( f_i(\beta) = (C_x - Q_x^i)^2 + (C_y - Q_y^i)^2 + (C_z - Q_z^i)^2 \) and \( \beta = (C_x, C_y, C_z) \).

The Newton-Gauss algorithm is particularly interesting when it starts with an initial value of \( \beta \) closed to the desired solution. This initialization step can be achieved using different techniques like Kalman filtering, fusion from several sensors like odometer or simply using the previous position. The minimization process can be expressed as follows:

\[
\beta^{k+1} = \beta^k + \left( J^T J \right)^{-1} J^T r
\]

(5)

where \( J \) is the Jacobian matrix of \( f(\beta) \):

\[
J = 2 \begin{bmatrix}
C_x - Q_x^i & C_y - Q_y^i & C_z - Q_z^i \\
\vdots & \vdots & \vdots \\
C_x - Q_x^n & C_y - Q_y^n & C_z - Q_z^n
\end{bmatrix}
\]

(6)

\( r \) and \( f(\beta) \) are respectively the vectors composed with \( r_i \) and \( f_i(\beta) \) \((i=1\ldots n)\).

In addition, it is possible to increase the localization robustness by using the RANSAC technique [12]. This technique consists first in choosing randomly three points \( Q^0, Q^1 \) and \( Q^2 \) from the 3D reconstructed points, provided by the stereo matching of the SIFT features. Using these chosen points, the global position is then computed. These two steps are repeated until convergence, i.e., when the current calculation result is close to the previous one. Taking into account the RANSAC scheme, equation (3) (with \( n=4 \)) can be rewritten as:

\[
t^2 \cdot H_1 + t \cdot H_2 + H_3 = 0
\]

(7)

This equation has two solutions \( t_1, t_2 \):

\[
t_1 = -\frac{H_2 - \sqrt{H_2^2 - 4H_1 \cdot H_3}}{2H_1} \quad \text{or} \quad t_2 = -\frac{H_2 + \sqrt{H_2^2 - 4H_1 \cdot H_3}}{2H_1}
\]

(8)
where:

\[
\begin{align*}
H_1 &= N_4^2 + N_2^2 + 1 \\
H_2 &= 2(N_4M_1 + N_2M_2 - Q_x^0) \\
M_1 &= N_3 - Q_y^0 \\
M_2 &= N_1 - Q_y^0 \\
H_3 &= M_1^2 + M_2^2 + (Q_z^0)^2 - d_0^2
\end{align*}
\]

with:

\[
\begin{align*}
N_1 &= A_1D_2 - D_1 \\
&= \frac{B_1A_2 - B_1}{B_1} \\
N_2 &= A_1C_2 - C_1 \\
&= \frac{B_1A_2 - B_1}{B_1} \\
N_3 &= -D_1 + B_1P_1 \\
&= \frac{A_1}{A_1} \\
N_4 &= -B_1P_2 + C_1 \\
&= \frac{A_1}{A_1}
\end{align*}
\]

\[
\begin{align*}
A_1 &= 2(Q_x^1 - Q_x^0); \quad A_2 = 2(Q_x^2 - Q_x^0) \\
B_1 &= 2(Q_y^1 - Q_y^0); \quad B_2 = 2(Q_y^2 - Q_y^0) \\
C_1 &= 2(Q_z^1 - Q_z^0); \quad C_2 = 2(Q_z^2 - Q_z^0) \\
D_1 &= (Q_x^0)^2 - (Q_x^1)^2 + (Q_y^0)^2 - (Q_y^1)^2 + (Q_z^0)^2 - (Q_z^1)^2 - (d_0)^2 + (d_1)^2 \\
D_2 &= (Q_x^0)^2 - (Q_x^2)^2 + (Q_y^0)^2 - (Q_y^2)^2 + (Q_z^0)^2 - (Q_z^2)^2 - (d_0)^2 + (d_2)^2
\end{align*}
\]

The camera (left or right) position estimated from equation (8) is considered to compute the retro-projection (see section 2.3) of each point \(Q^i\). A retro-projection error can be thus computed for each point \(Q^i\). If the error is less than 2 pixels, then the point \(Q^i\) associated to this error is considered as an inlier point with respect to the RANSAC procedure. The final estimation of the camera position is then computed using equation (3) and by considering only the inliers.

### 4. Experimental results

The proposed global localization method is tested and evaluated considering different environment conditions (cf. figure 6). The tests are achieved using a specific software simulation platform, which allows to generate 3D virtual environments and to construct mobile vehicles equipped with different video sensors. The evaluation consists to compare the real trajectory and the estimated one, (during the self global localization process). This comparison can be achieved by computing the deviation between the two trajectories. Recall that the estimated trajectory is based on the learned one, which corresponds to the constructed environment 3D model.

To construct the environment 3D model, the learning process is realized using a stereo sequence of 80 couples. The constructed model is composed with 9452 3D points, which represents a circular trajectory of about 142.42 meters (see figure 4). Graphs 1–4 represent the evolution of the error (in meters) between the real and estimated trajectories in different environment conditions. The error represents the distance between the estimated camera position and the closest point of the real trajectory.
Fig. 6. upper left image: with normal illumination condition; upper right image: with dark illumination; lower left image: with high illumination; lower right image: with presence of objects in the environment

Graph 1. Error (in meter) in normal illumination conditions

The graph 1 shows that the error is less than 10 cm. Compared to classic GPS systems, the proposed localization process is more reliable. Most global localization techniques based on feature extraction are often sensitive to the environment illumination problem [13]. Graphs 2 and 3 show respectively the error obtained by the proposed method in dark and high illumination conditions. The localization results remain accurate. The pose of the camera is estimated with a maximum error of 15 cm. This performance is due principally to the using of the SIFT feature extractor, which is not considerably influenced by the illumination changes, and, as a consequence, the SIFT matching process provide enough correct matched points to get an efficient result.
The last test consists in changing statically the learned environment by adding objects near to the trajectory, with normal illumination conditions. The error evolution shown in the graph 4 is close to the one associated to the case without presence of objects near to the learned trajectory (see graph 1). The presence of objects in the navigation environment decreases the number of matched SIFT features. This does not influence the precision of localization, while the illumination conditions remain unchanged. Indeed, when graphs 1 and 4 are compared, one can see that, globally, the precision is approximately identical.
5. Conclusion

This chapter proposes a robust method to achieve global localization. This method is based on a learning process, which consists to construct an environment 3D model from spatial and temporal matching of the SIFT features. Having the environment 3D model, the localization step is performed by searching correspondences between 3D reconstructed points and the 3D points belonging to the 3D model throughout the utilization of the SIFT features. The reliability of the proposed method is improved by using the RANSAC technique.

The proposed method is tested and evaluated in different environment conditions, using a software simulation platform. The tests show that the method is robust and provides reliable results. In deed, the error between the estimated and the real trajectories is less than 10 cm in normal illumination conditions. Thanks to the SIFT extractor, the maximum error does not exceed 15 cm, when considering illumination changes.

In terms of computation time, the localization process runs at 1.2 Hz for images with a resolution of 640x480 images, using a PC machine with a Core Duo running at 2.2 GHz. The SIFT extraction procedure consumes about 95% of the processing time. This is due to the high number of scales considered during the SIFT extraction. More tests are in progress in order to reduce the number of the SIFT points without loss of precision. Indeed, a relation can be established between the number of SIFT points, the processing time and the desired global precision.

Thanks to the using of stereovision and SIFT extractor, the proposed localization method is more interesting in terms of computation time and reliability. The work is in progress to compare the method with other ones using simulation and evaluation in real conditions through an experimental automated vehicle platform.
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