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1. Introduction

Obtaining panoramic 3D map information for mobile robots is essential for navigation and action planning. Although there are other ways to fulfill this task, such as ultrasonic sensors or laser range finders, stereo vision system excels them in its precision and real-time speed without energy emission.

But the conventional stereo vision systems are limited in their fields of view (FOV). An effective way to enhance FOV is to construct an omnidirectional vision system using mirrors in conjunction with perspective cameras. These systems are normally referred to as catadioptric and have been applied to robot localization and navigation by several researchers (Bunschoten & Krose, 2002; Menegatti et al., 2004). A common constraint upon the omnidirectional sensors modeling requires that all the imaged rays pass through a unique point called single viewpoint (SVP) (Baker & Nayar, 1999). The reason a single viewpoint is so desirable is that it is a requirement for the generation of pure perspective images from the sensed images. These perspective images can subsequently be processed using the vast array of techniques developed in the field of computer vision that assume perspective projection. The mirrors popularly used to construct wide FOV catadioptric are hyperbolic or parabolic. But the latter must be coupled with expensive telecentric optics which restricts them to limited applications in panoramic vision.

Mobile robot navigation using binocular omnidirectional stereo vision has been reported in (Menegatti et al., 2004; Yagi, 2002; Zhu, 2001). Such two-camera stereo systems can be classified as horizontal stereo systems and vertical stereo systems according to their cameras’ configuration. In (Ma, 2003), the cameras are configured horizontally and the baseline of triangulation is in the horizontal plane. This configuration brings two problems: one is that the epiploar line becomes curved line leading to increasing computational cost; the other is that the accuracy of the 3D measurement depends on the direction of a landmark. In the omnidirectional stereo vision system (Gluckman et al., 1998; Koyasu et al., 2002; Koyasu et al., 2003), two omnidirectional cameras are vertically arranged. Such configuration escapes the shortcomings brought by horizontal stereo system, but the power cable and data bus introduce occlusion to the images captured by this configuration. In
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addition, two-camera stereo systems are costly and complicated besides having the problem of requiring precise positioning of the cameras. Single camera stereo has several advantages over two-camera stereo. Because only a single camera and digitizer are used, system parameters such as spectral response, gain, and offset are identical for the stereo pair. In addition, only a single set of intrinsic parameters needs to be determined. The prominent advantage of single camera stereo over two-camera configuration is that it does not need data synchronization. Omnidirectional stereo based on a double lobed mirror and a single camera was developed in (Southwell et al., 1996; Conroy & Moore, 1999; Cabral et al., 2004). A double lobed mirror is a coaxial mirror pair, where the centers of both mirrors are collinear with the camera axis, and the mirrors have a profile radially symmetric around this axis. This arrangement has the advantage to produce two panoramic views of the scene in a single image. But the disadvantage of this method is the relatively small baseline it provides. Since the two mirrors are so close together, the effective baseline for stereo calculation is quite small.

To overcome this drawback, we have proposed a novel large baseline panoramic vision system in this chapter. We will describe in detail how to use this vision system to obtain reliable 3D depth maps of surrounding environment. In the subsequent arrangement of this chapter, Section 2 is dedicated to describe the principle of our catadioptric stereo vision system. Following that, a full model of calibrating the system including the rotation and translation between the camera and mirrors is presented in Section 3. In Section 4, a three-step method that combines the merit of feature matching and dense global matching is proposed to get a fast and reliable matching result and eventually the 3D depth map. Finally, we will give a brief evaluation of our system and some ideas for our future work in the summary.
2. Principle of Our Vision System

The system we have developed (Su & Zhu, 2005) is based on a common perspective camera coupled with two hyperbolic mirrors, which are separately fixed inside a glass cylinder (Fig. 1a). The two hyperbolic mirrors share one focus which coincides with the camera center. A hole in the below mirror permits imaging via the mirror above. As the separation between the two mirrors provides much enlarged baseline, the precision of the system has been improved correspondingly. The coaxial configuration of the camera and the two hyperbolic mirrors makes the epipolar line radially collinear, thus making the system free of the search process for complex epipolar curve in stereo matching (Fig. 3).

To describe the triangulation for computing 3D coordinates of space points, we define the focal point \( O \) as the origin of our reference frame, \( z \)-axis parallel to the optical axis pointing above. Then mirrors can be represented as:

\[
\frac{(z - c_i)^2}{a_i^2} - \frac{(x^2 + y^2)}{b_i^2} = 1, \quad (i = 1, 2) \tag{1}
\]

Only the incident rays pointing to the focus \( F_i(0,0,2c_i) \), \( F_i(0,0,2c_i) \) will be reflected by the mirrors to pass through the focal point of the camera. The incident ray passing the space point \( P(x,y,z) \) reaches the mirrors at points \( M_a \) and \( M_b \), being projected onto the image at points \( P_a(u_i,v_i,f) \) and \( P_b(u_i,v_i,-f) \) respectively. As \( P_a \) and \( P_b \) are known, \( M_a \) and \( M_b \) can be represented by:

\[
\frac{x_{M_i}}{u_i} = \frac{y_{M_i}}{v_i} = \frac{z_{M_i}}{-f}, \quad (i = 1, 2) \tag{2}
\]

Since point \( M_a \) and \( M_b \) are on the mirrors, they satisfy the equation of the mirrors. Their coordinates can be solved from equation group (1) and (2). Then the equation of rays \( F_iP \) and \( F_iP \) are:

\[
\frac{x_p}{x_i} = \frac{y_p}{y_i} = \frac{z_p - 2c_i}{z_i - 2c_i}, \quad (i = 1, 2) \tag{3}
\]

We can finally figure out coordinate of the space point \( P \) by solving the equation (3).

3. System Calibration

3.1 Overview

In using the omnidirectional stereo vision system, its calibration is important, as in the case of conventional stereo systems (Luong & Faugeras, 1996; Zhang & Faugeras, 1997). We present a full model of the imaging process, which includes the rotation and translation between the camera and mirror, and an algorithm to determine this relative position from observations of known points in a single image.

There have been many works on the calibration of omnidirectional cameras. Some of them are for estimating intrinsic parameters (Ying & Hu, 2004; Geyer & Daniilidis, 1999; Geyer Daniilidis, 2000; Kang, 2000). In (Geyer & Daniilidis, 1999; Geyer Daniilidis, 2000), Geyer & Daniilidis presented a geometric method using two or more sets of parallel lines in one
image to determine the camera aspect ratio, a scale factor that is the product of the camera and mirror focal lengths, and the principal point. Kang (Kang, 2000) describes two methods. The first recovers the image center and mirror parabolic parameter from the image of the mirror’s circular boundary in one image; of course, this method requires that the mirror’s boundary be visible in the image. The second method uses minimization to recover skew in addition to Geyer’s parameters. In this method the image measurements are point correspondences in multiple image pairs. Miousik & Pajdla developed methods of calibrating both intrinsic and extrinsic parameters (Miousik & Pajdla, 2003a; Miousik & Pajdla, 2003b). In (Geyer & Daniilidis, 2003), Geyer & Daniilidis developed a method for rectifying omnidirectional image pairs, generating a rectified pair of normal perspective images.

Because the advantages of single viewpoint cameras are only achieved if the mirror axis is aligned with the camera axis, these methods mentioned above all assume that these axes are parallel rather than determining the relative rotation between the mirror and camera. A more complete calibration procedure for a catadioptric camera which estimates the intrinsic camera parameters and the pose of the mirror related to the camera appeared at (Fabrizio et al., 2002), the author used the images of two known radius circles at two different planes in an omnidirectional camera structure to calibrate the intrinsic camera parameters and the camera pose with respect to the mirror. But this proposed technique cannot be easily generalized to all kinds of catadioptric sensors for it requires the two circles be visible on the mirror. Meanwhile, this technique calibrated the intrinsic parameters combined to extrinsic parameters, so there are eleven parameters (five intrinsic parameters and six extrinsic parameters) need to be determined. As the model of projection is nonlinear the computation of the system is so complex that the parameters cannot be determined with good precision.

Our calibration is performed within a general minimization framework, and easily accommodates any combination of mirror and camera. For single viewpoint combinations, the advantages of the single viewpoint can be exploited only if the camera and mirror are assumed to be properly aligned. So for these combinations, the simpler single viewpoint projection model, rather than the full model described here, should be adopted only if the misalignment between the mirror and camera is sufficiently small. In this case, the calibration algorithm that we describe is useful as a software verification of the alignment accuracy.

Our projection model and calibration algorithm separate the conventional camera intrinsics (e.g., focal length, principal point) from the relative position between the mirrors and the camera (i.e., the camera-to-mirrors coordinate transformation) to reduce computational complexity and improve the calibration precision. The conventional camera intrinsics can be determined using any existing method. For the experiments described here, we have used the method implemented in http://www.vision.caltech.edu/bouguetj/calib_doc/. Once the camera intrinsics are known, the camera-to-mirrors transformation can be determined by obtaining an image of calibration targets whose three-dimensional positions are known, and then minimizing the difference between coordinates of the targets and the locations calculated from the targets’ images through the projection model. Fig. 3 shows one example of calibration image used in our experiments. The locations of the three dimensional points have been surveyed with an accuracy of about one millimeter. If the inaccuracy of image point due to discrete distribution of pixels is taken into account, the total measuring error is about five millimeters.
3.2 Projection Model

Fig. 2 depicts the full imaging model of a perspective camera with two hyperbolic mirrors. There are three essentially coordinate systems.

1. The camera coordinate system centered at the camera center \( O_c \), the optical axis is aligned with the z-axis of the camera coordinate system;
2. The mirror system centered at common foci of the hyperbolic mirrors \( F_o \), the mirrors axes is aligned with the z-axis of the mirror coordinate system (We assume that the axes of the mirrors are aligned well, and the common foci are coincident, from the mirrors manufacturing sheet we know it is reasonable);
3. The world system centered at \( O_w \). The omnidirectional stereo vision system was placed on a plane desk. As both the base of vision system and desk surface are plane, the axis of the mirror is perpendicular to the base of the system and the surface of the desk feckly. We make the mirror system coincide with the world system to simplify the model and computations.
So the equations of hyperboloid of two sheets in the system centered at $O_w$ are the same as equation (1). For a known world point $P(x_w,y_w,z_w)$ in the world (or mirror) coordinate system whose projected points in the image plane are also known, $q_i(u_i,v_i)$ and $q_j(u_j,v_j)$ are respectively projected by the upper mirror and bellow mirror. Then we get their coordinates in the camera coordinate system:

$$
\begin{bmatrix}
    x'_i \\
    y'_i \\
    z'_i
\end{bmatrix} = \begin{bmatrix}
    (u_i - u_0)k_x \\
    (v_i - v_0)k_y \\
    f
\end{bmatrix}, \quad (i=1,2)
$$

(4)

Where $f$ is the focal length; $k_x$ and $k_y$ are the pixel scale factors; $u_0$ and $v_0$ are the coordinates of the principal point, where the optical axis intersects the projection plane. They are intrinsic parameters of the perspective camera.

So the image points $P_i(x'_i,y'_i,z'_i)$ of the camera coordinate system can be expressed relative to the mirror coordinate system as:

$$
\begin{bmatrix}
    x''_i \\
    y''_i \\
    z''_i
\end{bmatrix} = R \begin{bmatrix}
    x'_i \\
    y'_i \\
    z'_i
\end{bmatrix} + t, \quad (i=1,2)
$$

(5)

Where $R$ is a $3 \times 3$ rotation matrix with three rotation angles around the x-axis ($\alpha$), y-axis ($\beta$) and z-axis ($\chi$) of the mirror coordinate system respectively; $t=[t_x,t_y,t_z]$ is the translation vector. So the origin $O_w=[0,0,0]^T$ of the camera coordinate system can be expressed in the world coordinate system $O_m=[t_x,t_y,t_z]^T$, so the equations of lines $OM_1$ and $OM_2$ which intersect with the upper mirror and bellow mirror respectively at points $M_1$ and $M_2$, can be determined by solving simultaneous equations of the line $OM_i$ or $OM_i$ and the hyperboloid. Once the coordinates of the point $M_i$ and $M_j$, have been worked out, we can write out the equations of the tangent plane $\pi_1$ and $\pi_2$ which passes the upper and the bellow mirror at point $M_i$ and $M_j$ respectively. Then the symmetric points $O_1$ and $O_2$ of the origin of the camera coordinate system $O_w$ relative to tangent plane $\pi_1$ and $\pi_2$ in the world coordinate system can be solved from the following simultaneous equations:

$$
\begin{bmatrix}
    x_{w_i} - tx_i \\
    y_{w_i} - ty_i \\
    z_{w_i} - tz_i
\end{bmatrix} = a_i^2 x_{w_i} = a_i^2 y_{w_i} = -b_i^2 z_{w_i} + b_i^2 c_i
$$

$$
\begin{bmatrix}
    a_i^2 x_{w_i} (tx_i + x_{w_i}) + a_i^2 y_{w_i} (ty_i + y_{w_i}) - (-b_i^2 z_{w_i} + b_i^2 c_i)(tz_i + z_{w_i}), \\
    + 2[-a_i^2 x_{w_i}^2 - a_i^2 y_{w_i}^2 - z_{w_i}(-b_i^2 z_{w_i} + b_i^2 c_i)] = 0
\end{bmatrix}, \quad (i=1,2)
$$

(6)

Hitherto the incident ray $O_1M_1$ and $O_2M_2$ can be written out to determine the world point $P(x_w,y_w,z_w)$. Generally, the two lines are non-co-plane due to various parameter errors and
measuring errors, we solve out the midpoint $G = \left( \hat{x}_w, \hat{y}_w, \hat{z}_w \right)^T$ of the common perpendicular of the two lines by

$$\begin{align*}
\left\{ \begin{array}{l}
\left[ O_1 \cdot M_2 \times \left( O_1 \cdot M_1 \times O_2 \cdot M_3 \right) \right] \cdot \hat{G} \cdot M_2 = 0 \\
\hat{G} \cdot M_2 = \frac{t_{G, O} \cdot \hat{G}}{2}
\end{array} \right. \Rightarrow \hat{G} = \frac{\hat{G}_1 + \hat{G}_2}{2} \quad (7)
\end{align*}$$

From all of them above, we finally come to the total expression to figure out the world point $G = \left( \hat{x}_w, \hat{y}_w, \hat{z}_w \right)^T$ from two image points respectively projected by the upper mirror and bottom mirror and six camera pose parameters left to be determined.

$$G(\alpha, \beta, \chi, t_x, t_y, t_z, u_1, u_2, v_1) = \begin{bmatrix} \hat{x}_w \\ \hat{y}_w \\ \hat{z}_w \end{bmatrix} \quad (8)$$

Equation (8) is a very complex nonlinear equation with high power and six unknown parameters to determine. The artificial neural network trained with sets of image points of the calibration targets is used to estimate the camera-to-mirror transformation.

Taking advantage of the ANN capability, which adjusts the initial input camera-to-mirror transformations step by step to minimize the error function, the real transformations parameters of the camera-to-mirror can be identified precisely.

### 3.3 Error Function

Considering the world points with known coordinates, placed onto a calibration pattern, at the same time, their coordinates can be calculated using the equation (8) from back-projection of their image points. The difference between the positions of the real world coordinates and the calculated coordinates is the calibration error of the model. Minimizing the above error by means of an iterative algorithm such as Levenberg-Marquardt BP algorithm, the camera-to-mirror transformation is calibrated. The initial values for such algorithm are of consequence. In our system, we could assume the transformation between cameras and mirrors is quite small, as the calculation error without considering the camera-to-mirror transformation is not significant thus using $R=I$ and $T=0$ as the initial values is a reasonable choice.

We minimize the following squared error $\varepsilon^2$:

$$\varepsilon^2 = \sum_{i=1}^{n} \left\| \hat{p}_i - G(\alpha, \beta, \chi, t_x, t_y, t_z, u_1, u_2, v_1) \right\|^2 \quad (9)$$

Where $n$ is the number of the calibration points.

Because $G(\alpha, \beta, \chi, t_x, t_y, t_z, u_1, u_2, v_1)$ depends on the camera-to-mirror transformation, (9) is optimized with respect to the six camera-to-mirror parameters.
3.4 Calibration Result
The calibration was performed using a set of 81 points equally distributed on a desk with different heights from 0 to 122mm around the vision system.

Figure 3. A calibration image used in our experiments. The coaxial configuration of the camera and the two hyperbolic mirrors makes the epipolar line radially collinear, which makes the system free of the search process for complex epipolar curve in stereo matching.

The calibration results with real data are listed in Table 1.

<table>
<thead>
<tr>
<th></th>
<th>$\alpha$</th>
<th>$\beta$</th>
<th>$\chi$</th>
<th>$t_x$</th>
<th>$t_y$</th>
<th>$t_z$</th>
</tr>
</thead>
<tbody>
<tr>
<td>value</td>
<td>-0.9539°</td>
<td>0.1366°</td>
<td>0.1436°</td>
<td>-0.0553mm</td>
<td>-0.1993mm</td>
<td>1.8717mm</td>
</tr>
</tbody>
</table>

Table 1. Calibration result with real data

The calibration error was estimated using a new set of 40 untrained points, the average square error of the set points is 34.24mm without considering the camera-to-mirror transformation. Then we calculate the error with the transformation values listed in Table 1, the average square error decrease to 12.57mm.
4. Stereo Matching

4.1 Overview
To build a depth map for mobile robot navigation, the most important and difficult process is omnidirectional stereo matching. Once two image points respectively projected by upper mirror and bellow mirror are matched, the 3D coordinate of the corresponding space point can be obtained by triangulation. State of the art algorithms for dense stereo matching can be divided into two categories:

1. Local method: These algorithms calculate some kind of similarity measure over an area (Devernay & Faugeras, 1994). They work well in relatively textured areas in a very fast speed, while they cannot gain correct disparity map in textureless areas and areas with repetitive textures, which is an unavoidable problem in most situations. In (Sara, 2002) a method of finding the largest unambiguous component has been proposed, but the density of the disparity map varies greatly depend on the discriminability of the similarity measure in a given situation.

2. Global method: These methods make explicit smoothness assumptions and try to find a global optimized solution of a predefined energy function that take into account both the matching similarities and smoothness assumptions. The energy function is always in the form of $E(d) = E_{\text{data}}(d) + \lambda \cdot E_{\text{smooth}}(d)$, where $\lambda$ is a parameter controlling the proportion of smoothness and image data. Most recent
algorithms belong to this category (Lee et al., 2004; Bobick, 1999; Sun & Peleg, 2004; Felzenszwalb & Huttenlocher, 2006). Among them belief propagation (Felzenszwalb & Huttenlocher, 2006) ranked high in the evaluation methodology of Middlebury College. It is based on three coupled Markov Random Fields that model smoothness, depth discontinuities and occlusions respectively and produces good result. The biggest problem of global method is that the data term and the smoothness term represent two processes competing against each other, resulting in incorrect matches in areas of weak texture and areas where prior model is violated.

Although numerous methods exist for stereo matching, they are designed towards ordinary stereo vision purpose. The images acquired by our system (Fig. 4) have some particularities in contrast to normal stereo pairs as follows, which may lead to poor result using traditional stereo matching methods:

1. The upper mirror and bellow mirror have different focal length that the camera focal length has to compromise with the two, thus causing defocusing effect, resulting in much less discriminable similarity measures. A partial solution is to reduce the aperture size at the cost of decreasing the intensity and contrast of the image.

2. Indoor scene has much more weak textured and textureless areas than outdoor scene. There are more distortions in our images, including spherical distortions and perspective distortions due to close quarters of the target areas and the large baseline.

3. The resolution gets lower when moving away from the image center. The result is the farther off the center, the more unreliable the matching result is.

To solve problem (1), we propose a three-step method that allows matching distinctive feature points first and breaks down the matching task into smaller and separate subproblems. For (2) we design a specific energy function used in the third step DTW, in which different weights and penalty items are assigned to points of different texture level and matching confidence; and throw away the matching result of the most indiscriminable points, replacing it with interpolation. For (3), we regard points farther than the most farthest matched feature point off the center as unreliable, leaving them as unknown areas. This is also required by DTW.

Epipolar geometry makes the stereo matching easier by reducing the 2D search to a 1D search along the same epipolar line in both images. To handle epipolar property conveniently, we unwrapped the raw image to two panoramic images which corresponding to images via bellow and upper mirrors respectively (Fig. 9, a, b). The matching process is done on every epipolar pair respectively. The red lines labeled in the two panoramic images are the same epipolar line for the subsequent illustration of our proposed method, of which the one above has 190 pixels and the one below 275 pixels.

4.2 Similarity Measure and Defined Texture Level

The similarity measure we choose here is zero-mean normalized cross correlation (ZNCC), since it is invariant to intensity and contrast between two images. But directly using this measure would result in low discriminability as two templates with great difference in average gray-level or standard deviation which cannot be deemed as matched pair may
have high ZNCC value. To avoid this possibility, we modified ZNCC (called MZNCC) by multiplying a window function as follows:

\[
MZNC(p,d) = \sum \frac{(I_x(i,j+d) - \mu_x) \cdot (I_y(i,j) - \mu_y)}{\sigma_x \cdot \sigma_y} \cdot w(| \mu_x - \mu_y |) \cdot w(\frac{\max(\sigma_x, \sigma_y)}{\min(\sigma_x, \sigma_y)} - 1) \tag{10}
\]

where \( w(x) = \begin{cases} 1, & x < \lambda \\ 1 - (x - \lambda), & x \geq \lambda \end{cases} \) and \( \mu_x \) and \( \mu_y \) are the average grey-level of matching window, \( \sigma_x \) and \( \sigma_y \) are the standard deviation. For every epipolar line, all MZNCC values are stored.
as a matrix (Fig. 5b) to be used in the next step. The y-axis represents the pixel number in the epipolar of Fig. 9a, while x-axis represents the number in Fig. 9b.

Figure 6. a) Result of feature matching. All points labeled in the graph mean candidate match for detected features, of which red and green are the result chosen by maximization of sum of MZNCC and then green are removed for being ambiguous. b) the global maximum MZNCC value for each point in this epipolar (blue) and MZNCC value along the matching route chosen by our algorithm (red).

We define our texture level of each point following the notion of bandwidth of the bandpass filter. For a given pixel and a given template centred in the pixel, we slide the template one pixel at a time in the two opposite directions along the epipolar line and stop at the location
the MZNCC value of the shifted template with the primary one decrease below a certain threshold for the first time. Let $l$ be the distance between the two stop points, which is inverse proportional the texture level. The definition of texture intensity can be formalized as:

$$T(u,v) = \sum_{(u+i,v+j) \in \mathcal{S}} (f(u+i,v+j) - \bar{f})^2 / l^2$$

(11)

where $r$ is the radius of the template. The texture intensity curve of the red labelled epipolar line is shown in Fig. 5a. With the use of this defined texture intensity and two thresholds, the whole image can be divided into three regions: strong textured, weak textured and textureless regions.

4.3 Reliable FX-dominant Matching

This step follows the notion of FX-dominant defined by Sara (Sara, 2001). The key of this notion is the uniqueness constraint which means each point may be matched with at most one point in another image, and the ordering constraint which states the order of the matched points in the two epipolar line is the same. The latter one is not always true, but it is reasonable for most cases, especially indoor scenes. The FX-region of a certain matched pair $(i, j)$ in the MZNCC matrix is defined as the set of pairs that cannot coexist with $(i, j)$ without violating these two constraints:

$$FX(p) = \{ q = (k, l) | (k \geq i \land l \leq j) \lor (k \leq i \land l \geq j) \land q \neq p \}$$

(12)

It is formed by two opposite quadrants around $(i, j)$ in the MZNCC matrix. And FX-dominant matching is to find pairs that have higher value than any pair in the FX-region. However, due to noise and distortion, the selected FX-dominant pairs still can not ensure its reliability. We only choose pairs from the FX-dominant results which satisfy the condition that the difference of the MZNCC value of the pair and the second local maximum MZNCC of $FX(p) \cup p$ is higher than a threshold (we choose 0.15). The number of pairs chosen by such strategy is quite small (2--8 in our case), but it does make sense because FX-region of these pairs can be removed that the matching problem is divided into subproblems. Without this step, the next step of feature matching will find much less number of reliable matched features. The result of reliable FX-dominant matching is shown in Fig. 5b, and the matrix with FX-region cut is shown in Fig. 6a.

4.4 Feature Matching and Ambiguous Removal

In this step, firstly we plot the curve of the texture intensity for a given epipolar line and choose all local maximum as feature points (Fig. 5a all points labelled red cross). For every feature point every matching pair with local maximum MZNCC higher than 0.7 is labelled as a candidate match (Fig. 6a all labelled points). Then we select a combination of candidate matching pairs that obey uniqueness constraint and ordering constraint and has the highest sum of MZNCC (A feature point can be left unmatched with a zero contribution to the sum of MZNCC). The selected combination of illustrating epipolar shown in Fig. 6a is labelled red and green. In this selected combination, still some ambiguous match candidates exist. We mean a selected candidate is unambiguous if it is the only choice without altering other matched feature points under uniqueness and ordering constraint, otherwise it is
ambiguous. We will then remove all ambiguous feature points until no matched feature is ambiguous. In Fig. 6a, the ambiguous match candidates are labelled green and they are to be removed from the feature matching result.

Figure 7. a) Matching route in the MZNCC matrix via DTW. b) computed depth curve for this epipolar line.
4.5 Dense Matching via DTW

The remaining correspondences can be determined by dynamic time warping (DTW) (Lee et al., 2004). A starting and an ending point should be known at first to use DTW. The matched feature points in the last step can naturally perform this role. Therefore, DTW can be applied to every range between adjacent matched feature points. This objective of DTW is achieved by finding a path with optimized energy function in a search space defined by the search range and restricted by the starting and ending point as well as the uniqueness and ordering constraint, using dynamic programming technique. The most important part is the definition of the energy function. Unlike others straightforwardly use sum of intensity difference (Lee et al., 2004) or define the energy function with smoothness item (this can hardly be implemented in our case as the assumption that flat areas correspond to constant disparity route usually does not hold due to the large baseline), we define our energy function in the form of sum of MZNCC value plus a penalty item to assign different weights to different points based on the texture level and matching confidence:

$$ E = \sum MZNCC(i, j) + \sum \text{penalty}(i, j) $$

(13)

where \((i, j)\) is in the matching route. To define the penalty item, we make another classification of all points. A point is belong to Class A (high confidence) if the global maximum MZNCC value is higher than 0.7, Class B (low confidence) if the global maximum MZNCC is between 0.5 and 0.7, otherwise Class C (noise). Then the penalty item is defined as Table 2.

<table>
<thead>
<tr>
<th></th>
<th>strong textured</th>
<th>weak textured</th>
<th>textureless</th>
</tr>
</thead>
<tbody>
<tr>
<td>A</td>
<td>$-\lambda \bullet \mu \bullet \max((0.7 - MZNCC), 0)$</td>
<td>$-\mu \bullet \max((0.7 - MZNCC), 0)$</td>
<td>0</td>
</tr>
<tr>
<td>B</td>
<td>$-\sigma \bullet \lambda \bullet \mu \bullet \max((0.5 - MZNCC), 0)$</td>
<td>$-\sigma \bullet \mu \bullet \max((0.5 - MZNCC), 0)$</td>
<td>$-MZNCC$</td>
</tr>
<tr>
<td>C</td>
<td>$-MZNCC$</td>
<td>$-MZNCC$</td>
<td>$-MZNCC$</td>
</tr>
</tbody>
</table>

Table 2. The penalty item

where \(\lambda\) is the strong texture weight, \(\mu\) is penalty level and \(\sigma\) low confidence weight (in our case, \(\lambda = 4\), \(\mu = 4\), \(\sigma = 0.4\)).

The result of DTW performed in the red labelled epipolar is shown in Fig. 7a, the computed depth curve in Fig. 7b. Fig. 6b shows the MZNCC curve along the matching route and the global maximum MZNCC curve for the epipolar. From Fig. 5a and Fig. 6b, we can see that the result route only deflects the global maximum MZNCC curve in textureless points and points belonging to low confidence or noise, which is an ideal result.

4.6 Postprocessing

A postprocessing step replacing textureless match with interpolation is applied to get smooth surfaces. As in the textureless areas, the similarity value is very ambiguous that the matching route can vary greatly with very small energy variation. The result is that the maximization of energy function does not necessarily correspond to the correct match, causing jagged depth map (Fig. 7b) Easily observed, the textureless areas almost correspond to a plane (as the threshold of textureless area is set so low that uneven areas will be
categorized as weak textured areas due to slightly different illumination), we use two
nearest textured (strong or weak) match to interpolate the textureless point. After that, a
medium filter is applied to ensure the smoothness of depth map. Fig. 8 shows the result of
matching route and the depth curve after postprocessing.

Figure 8. a) Final matching route in the MZNCC matrix after post-processing. b) computed
depth curve for this epipolar line.

Figure 8. a) Final matching route in the MZNCC matrix after post-processing. b) computed
depth curve for this epipolar line.
Figure 9. Panoramic images unwrapped from the raw images of Fig.4 (a and b are converted by images via the bellow and upper mirrors respectively) and the detected depth map (c) corresponding to a.

4.7 Result
Fig. 9c shows the result of the generated depth map via the proposed method. This depth map measures the height above the floor. The brightness of the map is proportional to the height, while black represents unknown areas. Although the ground truth map is unavailable, the real height can be surveyed accurately for most points. We randomly selected hundreds of points and checked the error, finding that most are smaller than 15mm, only slightly higher than the calibration error. We set the threshold of navigable areas as 25mm above the floor and get the navigable map in Fig. 10.

5. Summary
We have developed a complete framework of automatically generating omnidirectional depth maps around a mobile robot using a novel designed panoramic vision sensor. Compared to previous vision systems, our system has such significant advantages as its geometry calculating easy and fast and simultaneous acquisition of precise range information without high cost or system complexity. And as the separation between the two hyperbolic mirrors provides a large baseline, the range information obtained from this method has much improved precision. We have proposed an imaging model for
omnidirectional cameras that accounts for the full rotation and translation between the camera and mirrors, and a LMBP method for recovering the relative position form back-projection the images points. The method is general in that any combination of camera and mirrors can be calibrated, including non-single-viewpoint combinations. For SVP cameras, where the merit of a single viewpoint can be exploited only if the camera and mirrors are assumed to be perfectly aligned, this algorithm can be used to verify the alignment accuracy. We also have presented a three-step method for stereo matching of our vision system, which combines the advantage of feature matching and global matching. This method basically solved the three major difficulties faced by our vision system. The experimental result is quite convincing. Although this method uses some thresholds and parameters, the matching result does change in case of small variation of parameters.

Figure 10. Omnidirectional scene information obtained by our system, of which green represents navigable areas, red detected obstacle areas

However, the proportion of detected areas is a bit small in a few epipolar lines. To solve this problem, one way is to impose inter-epipolar consistency in the stereo matching method. Another is to use multibaseline stereo, that is, we can first estimate relative pose between different shooting positions, and then depth map can be generated more reliably with more
virtual cameras. Our future work will focus on these aspects. Also, we found that some techniques to deal with the defocusing effect have been proposed to improve the image quality. We will also investigate the possibility to get a better method with some pre-processing techniques.

6. References


This book reports recent advances in the use of pattern recognition techniques for computer and robot vision. The sciences of pattern recognition and computational vision have been inextricably intertwined since their early days, some four decades ago with the emergence of fast digital computing. All computer vision techniques could be regarded as a form of pattern recognition, in the broadest sense of the term. Conversely, if one looks through the contents of a typical international pattern recognition conference proceedings, it appears that the large majority (perhaps 70-80%) of all pattern recognition papers are concerned with the analysis of images. In particular, these sciences overlap in areas of low level vision such as segmentation, edge detection and other kinds of feature extraction and region identification, which are the focus of this book.
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