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1. Introduction

The training principle states that tissue adaptation depends upon overload applications. The cumulative effect of these programmed breaks in homeostasis through variations in the intensity, duration and frequency of the exercise is higher performance. However, it is important to point out that the positive adaptive response, which is reflected by increased performance, depends upon an adequate recovery time between each training session and during training sessions to result in phenotypic alterations (Hohl et al., 2009).

Training sessions and nutrition are highly interrelated. Repeated training sessions typically require a diet that can sustain muscle energy stores to execute the training proposed. The phenotypic alterations that lead to increased performance result from an intense process of protein synthesis that occurs during the recovery period and can last up to 24 h after the exercise session. This process is highly influenced by food ingestion, which offers energy and nutrients that are essential to the process and to the recovery of energy reserves (Hawley et al., 2006). Recent evidence shows that some nutrients can potentiate the protein synthesis pathways that are activated by exercise, influencing the adaptive process and performance (Hawley et al., 2011).

Professional athletes, for example, soccer players, are submitted to an annual training and competition routine with periods of recovery that are not always properly adjusted to the workload. The main problem is that the current championship schedule generally does not allow the teams to take the minimum time required for appropriate physical preparation because the different stages (competitions and physical, technical and tactical training) overlap. As a consequence, the athletes may suffer an imbalance between the effort put forth and the recovery time during the competitive season, which increases the likelihood that the workload will be excessive for some players.

Each overload stress results in different degrees of microtrauma in the muscle, connective tissue, and/or bones and joints, which trigger an inflammatory response promoting repair...
and muscular regeneration. These microtraumas are therefore called adaptive microtrauma (AMT). An AMT may be regarded as an initial phase along an injury continuum. Conceivably, this injury might progress from the initial benign AMT stage to a subclinical injury in the athlete who is training strenuously and frequently (Smith, 2000). The main challenge for the better adjustment of physical training methodologies is therefore to program a sequence of exercise stimuli that has an ideal relationship between the amount of exercise and the time to recovery between sessions and that leads to increased performance with a lower energy cost. The longitudinal evaluation of some blood analytes may reveal markers of previously altered situations, which could prevent the amplification of the response before the performance is affected. A variety of studies using different types of exercise protocols have already demonstrated that biomarkers, such as creatine kinase (muscular overload), urea (protein turnover), creatinine (muscular mass), uric acid (the major antioxidant in plasma) and hematological parameters, suffer some modulation by exercise (Sawka et al., 2000; Pattwell et al., 2004; Lac & Maso 2004; Finaud et al., 2006; Peake et al., 2007; Lippi et al., 2008; Lazarim et al., 2009). However, there is currently no consensus about the applicability of these biomarkers as markers of training effects that effectively contribute to reaching and maintaining a better performance.

1.1 Biomarkers of training effects

1.1.1 Muscular damage

The muscle tissue may be damaged both directly and indirectly. Direct damage may be due to crush injuries (Brancaccio et al., 2010; Cervellin et al., 2010), but the main force responsible for damage is the mechanical stress that occurs during training sessions (Fielding et al., 1993; Tidball, 2005a). Indirect damage can originate from several sources that reduce membrane permeability (e.g., drugs, toxins, electrolyte alterations, bacterial or viral infections and disorders in carbohydrate metabolism) (Brancaccio et al., 2010).

Muscle damage is related to a disorganization of the myofibrillar structure and a disruption of the Z line, extracellular matrix, basal lamina and sarcolemma, allowing some of the proteins present within the cell to be released into the bloodstream (Sayers & Clarkson, 2003). Among them are creatine kinase (CK), lactate dehydrogenase (LDH), aspartate aminotransferase (AST) and myoglobin. These proteins are blood markers of muscle functional status, and an increase in their serum concentrations or activities may be an index for either muscle damage or muscular adaptation to training (Brancaccio et al., 2008; Lazarim et al., 2009).

The enzyme CK is a globular protein with a molecular mass of 43-45 kDa. It influences the availability of energy to the muscles through the exchange of high-energy phosphate from phosphocreatine (PCr) to ADP (adenosine diphosphate) for fast ATP (adenosine triphosphate) production, as follows:

$$\text{PCr} + \text{ADP} + H^+ \xrightarrow{\text{CK}} \text{ATP} + \text{Cr}$$

Five isoforms of the enzyme are present in the skeletal muscle, cardiac muscle and brain: three of them are found in the cytoplasm (CK-MM, CK-MB and CK-BB, respectively), and two isoforms are found in the mitochondria. Because of their differential tissue distribution, they provide different information about tissue damage: CK-MM is a marker for muscle damage, CK-MB is a marker for acute myocardial infarction and CK-BB is a marker for brain damage (Brancaccio et al., 2010).
Doubts about the application of CK analysis to the monitoring of the muscular workload in athletes are derived from studies suggesting that this analyte is an unreliable marker for histological muscle lesions (Malm, 2001). Another source of doubt is that the serum CK values measured in individuals exercising to a similar degree showed high variability and a non-Gaussian distribution (Clarkson & Ebbeling, 1988; Lazarim et al., 2009).

Studies of subjects performing specific exercises for short, defined periods have shown that the time of CK release into the bloodstream and its clearance from the plasma depends on the training level, type, and intensity as well as the duration of the exercise. Peak serum CK values of approximately twice the baseline levels occur eight hours after strength training (Serrão et al., 2003). After an acute bout of intense plyometric exercise, the serum CK levels reached peak values from 48 through 72 hours of recovery (Chatzinikolaou et al., 2010). Peak serum CK values of approximately sevenfold above the baseline were found 48 h after a soccer game (Fatouros et al., 2010). There are marked differences between the sexes, with lower basal CK values in females than in males. Estrogen levels may be one important factor in maintaining membrane stability post-exercise (Tiidus, 2000). Creatine kinase serum levels can also be influenced by muscle mass and ethnicity (Eliakim et al., 1995).

While these studies make important contributions to the understanding of acute responses, they do not provide enough information for longitudinal, seasonal application in actively competing athletes. An important point to be considered is that serum CK activity can arise in the absence of histological lesions as a consequence of changes in the muscle membrane permeability (Manfredi et al., 1991). Thus, monitoring the changes in serum CK may represent an indirect route for monitoring workload effects and a way to prevent sub-clinical damage due to muscle overload. However, to be a useful tool for individual adjustments in the stimulus/recovery ratio during a competitive season, it is necessary to compare individual blood values with population-based reference intervals. With this knowledge, it is possible to individualize training program interventions to adjust overloads or medical/nutritional programs only when necessary. Prevention thus leads to economy for all.

One difficulty in assessing the effects of training through blood biomarkers is the lack of appropriate reference intervals obtained from a reference population practicing regular and systematized physical activity or sports modality. To solve this problem, we have recently determined the reference interval for the plasma CK activity of blood samples obtained from 128 professional soccer players at different times during the Brazilian Championship (Lazarim et al., 2009). The upper limits of the 97.5th and 90th percentiles for the CK activity were determined according to the International Federation of Clinical Chemistry (IFCC) rules and were 1.338 U/L (CI = 1191–1639 U/L) and 975 U/L (CI = 810–1090 U/L), respectively. These percentile values were markedly higher than the values previously reported in the literature (< 207 U/L) (Rustad et al., 2004). Taking the upper limit of any percentile as the decision limit, the individual plasma CK activity above the upper reference limit may indicate the transition from adaptive microtrauma to a sub-clinical muscular injury, increasing the potential for histological damage.

In this study, we suggest the 90th percentile (975 U/L) as the upper plasma CK limit for the early detection of muscle overload in competing soccer players (Lazarim et al., 2009). We hypothesized that the same muscle membrane alterations that may increase plasma CK activity also affect the release of growth factors by muscle cells (McNeil & Khakee, 1992), explaining why changes in the plasma CK activity could also reflect muscular adaptation.
when the values are lower than the upper limit values. To test this hypothesis, we evaluated a soccer team monthly throughout the Championship. During the five moments of analyses, we detected only six players with plasma CK values that were higher than 975 U/L. These players were asked to decrease their training for 1 week, after which they presented lower CK values. Only one player with a CK value higher than the decision limit (1800 U/L one day before a game) played on the field, and he was unfortunately injured during the game. The CK activity in all of the other players showed a significant decrease over the course of the Championship, and the values became more homogeneous toward the end.

Later, we showed that the 97.5th percentile for a young population with improved performance after four months of systematic endurance training was similar (< 1309 U/L, CI = 882 – 1464 U/L) to that found in soccer players (Nunes & Macedo, 2008). To us, this finding justified the use of blood samples from this physically active population to establish reference population intervals for analytes that respond to exercise stimulus, such as plasma glutamine and glutamate concentrations, which are discussed in another chapter of this book.

1.1.2 Inflammatory response

The response to AMT is a subsequent inflammation post-exercise, triggering tissue repair and remodeling. The activation of the inflammatory process is both local and systemic and is mediated by different cells and secreted compounds with pro- and anti-inflammatory activities. The objective is to reestablish organ homeostasis after a single bout of exercise or after several exercise sessions. The acute-phase response involves the combined actions of activated leukocytes, cytokines, acute-phase proteins, hormones, and other signaling molecules that control the response to an exercise session and guide the adaptations resulting from training (Gruys et al., 2005).

The leukocytes are the first cells of the immune system to respond to tissue damage (Smith, 2000), and the neutrophils are the first subpopulation to migrate to the damaged site (Tidball, 2005). Neutrophils are produced in the bone marrow and represent 50 to 60% of the total leukocytes in circulation (Toumi & Best, 2003; Tidball, 2005b). Cortisol stimulates their release (Pyne, 1994), and their main function is the removal, by phagocytosis, of undesirable elements that are related to injury. To accomplish this removal, they release proteases to degrade proteins and produce superoxide anions [O$_2^·$] and subsequently other reactive oxygen species (ROS; hydrogen peroxide [H$_2$O$_2$] and hydroxyl radical [OH]) through a respiratory burst that is catalyzed by NADPH oxidase and myeloperoxidase (Pyne, 1994; Tidball, 2005b). This action is the starting point for the subsequent response of repair and tissue growth.

The monocytes are the second subpopulation of leukocytes that migrate to the damaged tissue. In the cells, they undergo differentiation and become macrophages (Tidball, 2005b). Recently, it was proposed that the macrophages that invade the lesion site earlier (between 24-48 h) have different functions than do those that appear later (between 48-96 h). The main function of the first group is the removal of damaged tissue, whereas the later group has a more active function in muscular repair and secrete remodeling molecules, such as insulin-like receptor, cytokines and TGF-α, that act in the recruitment and activation of fibroblasts and collagen secretion, contributing to tissue remodeling (Butterfield et al., 2006). Moreover, macrophages signal the activation, proliferation and differentiation of stem satellite cells, an important pathway for tissue remodeling (Pedersen et al., 1998).

The lymphocytes present a biphasic response to training. There is an increase during and immediately after the effort, especially of the Natural Killer (NK) cells, followed by a decrease
that can last for hours (mainly of T and NK cells). The latter effect can lead to a transitory immunosuppressive state that is related to a higher susceptibility for upper respiratory tract infections as an acute effect of exhausting, prolonged exercise (Gleeson, 2007; Pedersen et al., 1998). This phenomenon is known as an open window, and it can lead to increased susceptibility for infections post-exercise (Rowbottom & Green, 2000; Gleeson, 2007).

The literature related to exercise indicates distinct inflammatory responses to both acute and chronic exercise (Catanho da Silva & Macedo, 2011). In general, acute exercise induces a proinflammatory response that is characterized by transient leukocytosis (neutrophilia, monocytosis, and lymphocytosis), followed by a partial cellular immunosuppressive state. After a single bout of physical activity, there is an increase in the number of circulating leukocytes that is related to the intensity and duration of the exercise (Gleeson, 2007). Other substances related to leukocyte function, including inflammatory cytokines and inflammatory acute phase proteins are also increased. These values are generally normalized to basal concentrations within 3-24 hours (Gleeson, 2006). An increase in the serum concentrations of creatine kinase, C-reactive protein and cell adhesion molecules is also observed, in addition to an increase in the secretion of cortisol and cytokines (Pedersen & Hoffman-Goetz, 2000; Steensberg et al., 2000).

In contrast, chronic exercise (training) seems to result in a local and systemic imbalance in the anti-inflammatory status as compared to the pro-inflammatory status. This imbalance promotes tissue adaptation and protects the organism against the development of chronic inflammatory diseases and against the deleterious effects of overtraining, a condition in which a systemic and chronic proinflammatory and pro-oxidant state seems to prevail (Petersen & Pedersen, 2005; Catanho da Silva & Macedo, 2011). Some studies have shown an attenuation in the production and secretion of acute phase proteins, especially PCR (Kasapis & Thompson, 2005), greater production and secretion of anti-inflammatory proteins (IL-6) (Petersen & Pedersen, 2005) and improved antioxidant status (Petersen & Pedersen, 2005; Ji, 1999). A possible transient alteration in the production of IL-1β and TNF is dependent upon the exercise type, intensity and duration (Petersen & Pedersen, 2005). Adipose tissue also has been investigated in chronic protocols and has shown the same anti-inflammatory pattern (Lira et al., 2009).

In general, there is little evidence available to suggest clinical differences between the immune functions of sedentary and exercised subjects. Some studies have reported a lower frequency of upper respiratory tract infections in persons who are moderately active as compared to those with a sedentary lifestyle (Gleeson, 2007). Cross-sectional studies that have compared leukocyte numbers in sedentary control groups with athletes more than 24 hours after their last training session have generally found few differences (Gleeson, 2006). We established reference intervals for hemogram in a large population (n = 357) after four months of systematized endurance training. We followed the criteria established by the International Federation of Clinical Chemistry (IFCC). The outliers were detected and removed before the estimation of the reference interval by Horn's algorithm (Horn et al., 2001). The RefVal program (Solberg, 2004), including practical approaches and formulas recommended by the IFCC, was used to calculate the non-parametric 2.5\text{th} and 97.5\text{th} percentiles, together with their 90\% confidence intervals (CI), using a Bootstrap methodology. Table 1 shows the lower limit (2.5\text{th} percentile) and upper limit (97.5\text{th} percentile) of the reference intervals and their respective 90\% confidence intervals for hematological parameters.
We found slightly higher values for counts of leukocytes (4.5x10^9 – 10.1 x10^9/L) and neutrophils (1.8 x10^9 – 6.7 x10^9/cell/L) in our physically active population as compared to sedentary individuals (3.5x10^9 – 9.8x10^9/L and 1.4 x10^9 – 6.6x10^9/L, respectively) (Kjeldsberg, 1992). Our reference ranges are narrower than the traditional reference intervals for leukocyte counts, mainly due to the homogeneity of the reference population. The 2.5th and 97.5th percentile of the lymphocyte and platelet counts found were similar to those of healthy, non-exercised population values (Lym = 1.2 – 3.5 x 10^9/L) and (PLT = 145 – 348 x 10^9/L) (Kjeldsberg, 1992; Nordin et al., 2004), indicating no training effects on these parameters.

The erythrocyte lifespan in athletes and physically active subjects may be shorter than that in non-exercised subjects, mainly due to the exercise-induced hemolysis that is inherent to

<table>
<thead>
<tr>
<th>Analysis</th>
<th>Reference Interval</th>
<th>90% Confidence Interval</th>
<th>Subjects (n)</th>
<th>Outliers (n)</th>
<th>Total Subjects</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>2.5th – 97.5th</td>
<td>2.5th – 97.5th</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>RBC (10^{12}/L)</td>
<td>4.4 - 5.6</td>
<td>4.3 - 4.5</td>
<td>5.6 - 5.7</td>
<td>357</td>
<td>5</td>
</tr>
<tr>
<td>Ht (%)</td>
<td>39.5 - 48.0</td>
<td>39.0 - 40.2</td>
<td>47.7 - 48.8</td>
<td>357</td>
<td>3</td>
</tr>
<tr>
<td>Hgb (g/dL)</td>
<td>13.0 - 16.1</td>
<td>12.8 - 13.2</td>
<td>15.9 - 16.3</td>
<td>357</td>
<td>2</td>
</tr>
<tr>
<td>MCV (fL)</td>
<td>80.9 - 94.9</td>
<td>80.0 - 82.3</td>
<td>94.3 - 95.4</td>
<td>357</td>
<td>6</td>
</tr>
<tr>
<td>MCH (pg)</td>
<td>26.1 - 31.6</td>
<td>25.7 - 26.5</td>
<td>31.4 - 31.7</td>
<td>357</td>
<td>9</td>
</tr>
<tr>
<td>RDW (%)</td>
<td>12.1 - 14.3</td>
<td>12.0 - 12.1</td>
<td>14.1 - 14.4</td>
<td>357</td>
<td>16</td>
</tr>
<tr>
<td>WBC (10^9/L)</td>
<td>4.5 - 10.1</td>
<td>4.2 - 4.7</td>
<td>9.7 - 10.4</td>
<td>357</td>
<td>12</td>
</tr>
<tr>
<td>Lym (10^9/L)</td>
<td>1.2 - 3.3</td>
<td>1.2 - 1.3</td>
<td>3.15 - 3.4</td>
<td>357</td>
<td>4</td>
</tr>
<tr>
<td>Neut (10^9/L)</td>
<td>1.8 - 6.7</td>
<td>1.7 - 2.0</td>
<td>6.5 - 7.0</td>
<td>353</td>
<td>10</td>
</tr>
<tr>
<td>PLT (10^9/L)</td>
<td>140 - 337</td>
<td>135 - 147</td>
<td>307 - 350</td>
<td>357</td>
<td>4</td>
</tr>
</tbody>
</table>

Table 1. Reference intervals, confidence intervals and outliers obtained from a hemogram of physically active individuals.
endurance training (Weight et al., 1991). This lifespan may lead to the narrow values observed in the red blood cell parameters in our study. The accelerated turnover and increased rate of RBC production in endurance trained subjects can lead to a steady state of a population of younger RBCs, which are more efficient at oxygen transportation due partly to higher 2,3-diphosphoglycerate concentrations (Smith, 1995).

### 1.1.3 Nitrogen compounds

A prolonged, uncontrolled local neutrophil action can damage other cells near the inflammatory site due to increases in ROS production, which compromises the integrity of the muscle cells, contributing to systemic inflammation (Tidball, 2005b). A series of enzymatic and non-enzymatic antioxidants (Ji, 1999) limit the biological activity of ROS. Uric acid is one of the most important non-enzymatic antioxidants in plasma and tissues (Lippi et al., 2008). In addition, the plasma antioxidant system is also composed of other molecules and enzymes, such as ascorbic acid, proteins, vitamin E, bilirubin and peroxidases (Finaud et al., 2006).

Athletes and physically active subjects displayed an enhanced antioxidant capacity (Carlsohn et al., 2008) with increased serum concentrations of uric acid (Finaud et al., 2006). It was suggested that urate quantification could be useful for monitoring athletes in training (Youssef et al., 2008). We have found (Nunes et al., 2010) a slightly higher serum uric acid reference interval in athletes (0.24 – 0.49 mmol/L) than in sedentary subjects (0.23 – 0.47 mmol/L) (Rustad et al., 2004). This difference can be explained by the intensity of the subject’s training (Finaud et al., 2006).

Biomarkers, such as serum creatinine and urea, are also used to monitor the effects of training. The urea is an end product of the degradation of nitrogenous compounds from proteins; it is synthesized in the liver and is excreted by kidneys. The main factors influencing the higher urea serum levels found during the training period may be the increased consumption and protein turnover, the reduced water intake and the incomplete replenishment of glycogen after exercise (Hartmann & Mester, 2000). The serum concentrations of urea have been used as a marker of protein catabolism and were found to stimulate gluconeogenesis during higher training loads. It was proposed that monitoring the serum urea concentrations and the CK activity may indicate an acute impairment in exercise tolerance (Urhausen & Kindermann, 2002; Lehmann et al., 1998). The serum urea level seems to respond to exercise training, and the upper limit of the reference interval observed by Nunes & Macedo (2008) (3.0 – 8.51 mmol/L) in physically active subjects at a well-trained stage is higher compared than that of a non-exercised healthy population (3.20 – 8.20 mmol/L) (Rustad et al., 2004).

Serum creatinine concentrations have long been the most widely used and commonly accepted biomarker of renal function in clinical medicine (Perrone et al., 1992). Their concentrations can be modified by age, sex, ethnicity, muscle mass and exercise (Banfi et al., 2009). The serum creatinine concentrations found in professional athletes can vary according to their modality, the training load, their aerobic/anaerobic metabolism, the frequency of their competitions, the lengths of their competition and the annual training period (Banfi et al., 2009). The creatinine reference intervals commonly used for sedentary people are 62.0 – 115.0 µmol/L. In physically active individuals, we observed higher values (77.8 – 132.6 µmol/L) (Nunes & Macedo, 2008), which are typically influenced by the higher muscle mass that is found in exercised populations, as observed by Banfi & Del Fabro (2006). Our data have shown that the reference intervals were significantly higher in trained subjects than in a non-exercised population, suggesting a training effect on blood analytes,
such as the hemogram, which were slightly different from those values reported in the literature for a healthy, non-exercised population (Kjeldsberg, 1992; Nordin et al., 2004). In the biochemical parameters, the main differences found were as follows: urea (3.0 – 8.51 mmol/L), creatinine (77.8 – 132.6 µmol/L), uric acid (0.24 – 0.49 mmol/L), creatine kinase (<1309 U/L), aspartate aminotransferase (<62 U/L) and C-reactive protein (<19.8 mg/L), all of which had higher reference intervals in trained subjects as compared to a non-exercised population (Nunes & Macedo, 2008). Now that the lower and upper reference values for the blood analytes of an exercised population are known, it will be possible to use these biomarkers to differentiate between the adaptation and maladaptation states that are induced by training.

1.2 Biological variation and reference change values

A comparison of individual blood parameter values with the reference intervals obtained from a defined, physically active population has certain limitations, one of which is that the laboratory test results may be influenced by natural fluctuations that are particular to a given analyte: this phenomenon is called biological variation (Fraser, 2004). This biological variation should be assessed in longitudinal studies with serial blood analyses of the same subjects. For example, a determined analyte concentration can change over time within an individual, reflecting the random temporal variation of an analyte in homeostasis that can occur during steady state conditions (Ricos et al., 2004).

The point of biological homeostasis (estimated by the arithmetic mean value, $\mu$) is different for each person, and it is assumed to be constant for a certain period (e.g., months, years). The biological within-subject variation is described by the standard deviation ($\sigma$), which is obtained from measurements around the mean value (Petersen, 2005). To facilitate the comparison between individuals and analytes, the coefficient of intra-individual variation ($CV_1\%$) is calculated from the following equation:

$$CV_1 = \frac{\sigma}{\mu} \times 100$$ (1)

The Table 2 shows an example of the biological variation in the serum CK activity from samples that were collected monthly during the training/competition season of six soccer players.

<table>
<thead>
<tr>
<th>Athletes</th>
<th>1st result</th>
<th>2nd result</th>
<th>3rd result</th>
<th>4th result</th>
<th>5th result</th>
<th>Individual mean ($\mu$)</th>
<th>Standard deviation ($\sigma$)</th>
<th>$CV_1$ (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>1232</td>
<td>911</td>
<td>1239</td>
<td>1232</td>
<td>1380</td>
<td>1232</td>
<td>173</td>
<td>14</td>
</tr>
<tr>
<td>2</td>
<td>424</td>
<td>455</td>
<td>327</td>
<td>347</td>
<td>324</td>
<td>347</td>
<td>60</td>
<td>17</td>
</tr>
<tr>
<td>3</td>
<td>218</td>
<td>218</td>
<td>147</td>
<td>247</td>
<td>189</td>
<td>218</td>
<td>38</td>
<td>17</td>
</tr>
<tr>
<td>4</td>
<td>1214</td>
<td>1055</td>
<td>667</td>
<td>557</td>
<td>560</td>
<td>667</td>
<td>304</td>
<td>46</td>
</tr>
<tr>
<td>5</td>
<td>205</td>
<td>111</td>
<td>230</td>
<td>116</td>
<td>137</td>
<td>137</td>
<td>54</td>
<td>40</td>
</tr>
<tr>
<td>6</td>
<td>427</td>
<td>173</td>
<td>200</td>
<td>181</td>
<td>273</td>
<td>200</td>
<td>67</td>
<td>33</td>
</tr>
</tbody>
</table>

Table 2. Coefficient of intra-individual variation ($CV_1$) related to serum CK activity (U/L) of six male soccer players.

These data show that each athlete has a different point of homeostasis for CK activity (represented here as the individual mean), and this is also true for any other analyte. These individual values span different parts of the reference interval for CK activity (Lazarim et al., 2009).
Another component of biological variation is the coefficient of variation between subjects (CV\textsubscript{C}), which is obtained via the mean and standard deviation between different subjects. For example, if ten soccer players exhibited mean serum CK values of 390 U/L with a standard deviation of 266 U/L from blood samples collected after one month of training, the calculated CV\textsubscript{C} for these soccer players is 68%.

Both CV\textsubscript{I} and CV\textsubscript{C} are influenced by age, sex, weight, diet, circadian rhythm, pathologies and physical activity (Ricós et al. 2004), and it is possible to estimate them using data banks that are available in the literature for many analytes in healthy, non-exercised subjects (Ricos et al., 1999). In addition to the biological variation, pre-analytical and analytical variation can also influence the laboratory test results. The pre-analytical variation can be minimized through the adoption of standardized instructions for the patients before sample collection, handling and transportation (Banfi & Dolci, 2003). All analytical measurement techniques (manual or automatic) have some intrinsic sources of variability. This variability cannot be completely eliminated, but it can be minimized by quality laboratory practices and the choice of sound equipment, reagents and methodologies (Fraser, 2001). We can usually identify two types of analytical variation: random (precision) and systematic (bias).

The precision of one methodology or piece of equipment is measured by replicate analysis of the same sample (a control sample). The precision will be influenced by the analytical conditions. If we use the same equipment, technician, reagent lots and calibration, we will generate smaller variations than if we take replicate results over a long period, varying these components (Fraser, 2001). The precision has a Gaussian distribution, and we can calculate the coefficient of analytical variation (CV\textsubscript{A}%) from the mean and standard deviation of control sample replicates. The International Organization for Standardization (ISO) defines bias as the difference between the expectation of the measurement results and the true value of the measured quantity. In practice, bias is the difference between the results that we obtain and some estimate of the true value (Fraser, 2001).

The analytical variation can be monitored by an internal quality control (IQC) program. The protocol of IQC should include control samples that simulate the matrix of the sample analysis (Westgard, 2004). The statistical analysis of the quality control can be performed through the Levey-Jennings flow chart for each analyte and the correct applications of the Westgard control rules (Westgard, 2004). In addition, the level of performance must be established. The most widely applied term is quality specifications. Other terms include quality goals, quality standards, desirable standards, analytical goals, and analytical performance goals (Fraser, 2001). Considering that all analytes suffer from the influence of biological variation (intra- and inter-individual), one useful quality specification is based on biology (Fraser & Petersen, 1999). In this model, the quality specification has 3 levels for judging imprecision: desirable performance is defined as CV\textsubscript{A} < 0.5 x CV\textsubscript{I}; optimum performance is defined as CV\textsubscript{A} < 0.25 x CV\textsubscript{I} and the minimum performance is defined as CV\textsubscript{A} < 0.75 x CV\textsubscript{I} (Fraser & Petersen, 1999).

The analysis of consecutive samples by comparison with values from a reference population is useful mainly when CV\textsubscript{I} > CV\textsubscript{C} (Fraser 2004). However, the majority of analytes that are quantified in the clinical laboratory have CV\textsubscript{I} < CV\textsubscript{C}. In this case, the comparison of an individual result with a population-based reference interval might not be useful in monitoring slight effects because some individuals may show significant changes in serial testing that are within the normal limits of a reference population (Petersen et al., 1999).

A proposed alternative tool to verify a significant and biologically relevant difference between two consecutive analyses is the reference change value (RCV) or critical difference calculation.
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(Harris & Yasaka, 1983; Ricos et al., 2004). The RCV defines the percentage of change that must be exceeded given the inherent biological and analytical variation in the test. This tool can increase the sensitivity of serial analyses due to the exclusion of false positive results.

1.3 Calculating reference change values

The total variation associated with a laboratory test result is the sum of the component variations (pre-analytical, analytical and intra-individual biological variation). The pre-analytical variation can be minimized if we standardize the conditions of patient preparation and the procedures for collecting and handling the samples. Therefore, we must consider only the biological and analytical variation when calculating the total variation ($CV_T$) according equation 2 (Fraser & Harris, 1989).

$$CV_T = (CV_A^2 + CV_I^2)^{1/2}$$

(2)

The coefficient of analytical variation ($CV_A$) can easily be obtained from the mean and standard deviation of the control sample analytes, and the $CV_I$ is available in the data bank for most of the analytes from healthy subjects (Ricos et al., 1999) or physically active subjects (Nunes et al., 2010).

The term RCV was introduced by Harris & Yasaka (1983) and can be calculated by the following equation (3):

$$RCV = 2^{1/2} \times Z_p \times (CV_A^2 + CV_I^2)^{1/2}$$

(3)

Where $2^{1/2}$ denotes the probability of bidirectional change, and $Z_p$ denotes the standard deviation corresponding to the level of statistical significance for the bidirectional change ($1.96=95\%$ and $2.58=99\%$) (Harris & Yasaka; 1983; Fraser & Harris, 1989).

Recently, we have established the respective RCV$_{95\%}$ for hemograms and for certain biochemical parameters from individuals who had undergone 4 months of regular and planned physical activity (Nunes et al., 2010). We showed that the RCV values for leukocytes and for all biochemical analytes were elevated as compared to the literature values of sedentary subjects, clearly indicating a training effect on these blood analytes. However, the RCV values for the red blood cell count were slightly lower in physically active than in sedentary individuals (Nunes et al., 2010).

Soccer is the most widely played sport worldwide, and it also has many different cultural, social and economic aspects. The elite soccer player must have good, but not exceptional, all-around physical strength and must be able to effectively respond to the diverse demands of the game. Several studies have determined the pattern of activities performed and the individual distance covered during a game: these values have been used as an indication of the total work performed. It is well accepted that outfield players cover 8-12 km during a game that involves many different activities, with a rapid change in the type or level of activity each 4-6 seconds (Reilly, 1997; Bangsbo, 1994). While the majority of the exercise associated with competitive soccer is at sub-maximal intensities, the intermittent efforts with higher energy demands should not be slighted during a match, and often their successful execution determines the results of a game (Bangsbo et al., 2006).

The trade of elite soccer players produces large sums of money and affects the emotional state of soccer fans all around the world. Great savings can therefore be obtained by elite
soccer players and their clubs with the physical protection of athletes. Our aim in this study was to verify the applicability of the reference interval described here and the previously determined RCVs (Nunes et al., 2010) for monitoring, through hematological and biochemical analyses, the effects of training/competition on soccer players during five months of the competitive season.

2. Material and methods

2.1 Subjects
Fifty-six male soccer players (17-19 years old) participated in this study. The athletes were evaluated during four months that included both training (pre-season) and competitive periods (regional soccer championship for players under 20). The volunteers responded to a questionnaire about their use of medications and complaints of pain and injuries caused by training or competition. Those who were using medications or who were injured were not included in the study. Volunteer subjects were duly informed about the research and signed an informed consent form. This research was approved by the Human Research Ethics Committee of the University (CAAE: 0200.0.146.000-08).

2.2 Collection of blood samples
The subjects were longitudinally evaluated through five blood samples that were collected monthly [C1 = pre-competitive period of training; C2 = after 1 month (training); C3 = after 2 months (training and beginning of competitions); C4 = after 3 months (training and competitions); and C5 = after 4 months (mainly competitions)]. The blood samples were collected under standardized conditions: 2.0 mL of total venous blood was collected in vacuum tubes containing EDTA/K3 to determine the hematological parameters, and 8.0 mL of venous blood was collected in tubes with a Vacuette® (Greiner Bio-one) gel separator to obtain serum for the biochemical measurements. The blood samples were collected in the morning after 12 hours of fasting, in a seated position, and they were transported at 4°C to the laboratory within 30 minutes, centrifuged under refrigeration at 1,800 x g for 10 minutes, were immediately separated, and were protected from light. All blood samples were collected after two days of rest to avoid the effects of hemodynamic variations and the acute hemodilution that is induced by exercise (Sawka et al., 2000).

2.3 Hematological and biochemical analysis
The hematological parameters were measured with a KX-21N Sysmex® analyzer, and the biochemical analyses (CK activity, uric acid, urea and creatinine concentration) were run in an Autolab analyzer (Boehringer) using commercial kits (Wiener Lab, Rosario, Argentina). All analyses were run in parallel with commercial serum and blood controls. To minimize analytical variations, all samples were tested by the same technician without changing reagent lots, standards, or control materials.

2.4 Statistical analysis
The percent differences between the serial results were calculated for each subject using Microsoft Excel® and were compared with RCV95% to detect significant changes. As the activity of CK had a value distribution that was slightly skewed to the right, we opted to transform the data using natural logarithms (Wu et al., 2009). The Matlab 7.0 software was used to generate graphs.
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3. Results

Figure 1 presents, as an example, the CK values analyzed in comparison to both the upper reference limit and the RCV established from a physically active population (Nunes & Macedo, 2008; Nunes et al., 2010). Thus, Figure 1A presents the CK values (mean, minimum and maximum) for each soccer player at five time points in comparison with the reference upper limit (97.5th percentile - <1.309 U/L), and Figure 1B presents the percentage change between successive pairs of serial results of the five time points in comparison to the RCV (119.8%).

Fig. 1. (A.) CK values (mean, minimum and maximum) for each soccer player at five time points. The dotted horizontal lines indicate the reference interval (97.5% upper limit = 1309 U/L) from a physically active population. (B.) CK percentage change between successive pairs of serial results of the soccer players during the training/competition season. The dotted horizontal lines indicate the RCV 95% for CK = 119.3%.

We can observe that the five consecutive results for all individuals were within the reference upper values (Figure 1A). However, the comparison of the serial analytes to the RCV showed a significant increase of 119.8% in three players (Figure 1B), even though the serial results were within the upper reference limit.
It is important to point out that the behavior observed in Figure 1A and 1B was the same for all other analytes monitored. Thus, we will show only those athletes who presented at any time point a significant change, based on the RCV values, as compared to the previous analysis. The results are presented in Table 3.

<table>
<thead>
<tr>
<th>Analyte</th>
<th>Time point</th>
<th>Players</th>
<th>Measured values current - previous (Δ)</th>
<th>Percentage change (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>CK (U/L)</td>
<td>C3</td>
<td>35</td>
<td>535 – 223 (312)</td>
<td>+139.9</td>
</tr>
<tr>
<td>RCV95% = 119.3%</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>RI = 1309 U/L</td>
<td>C4</td>
<td>14</td>
<td>951 – 345 (606)</td>
<td>+175.7</td>
</tr>
<tr>
<td></td>
<td></td>
<td>19</td>
<td>942 – 289 (653)</td>
<td>+226.0</td>
</tr>
<tr>
<td></td>
<td></td>
<td>8</td>
<td>6.2 – 3.7 (2.5)</td>
<td>+68.2</td>
</tr>
<tr>
<td></td>
<td></td>
<td>14</td>
<td>4.7 – 3.2 (1.5)</td>
<td>+47.4</td>
</tr>
<tr>
<td></td>
<td></td>
<td>19</td>
<td>7.7 – 5.0 (2.7)</td>
<td>+53.3</td>
</tr>
<tr>
<td></td>
<td></td>
<td>23</td>
<td>4.4 – 2.7 (1.7)</td>
<td>+62.5</td>
</tr>
<tr>
<td></td>
<td></td>
<td>25</td>
<td>3.8 – 2.6 (1.2)</td>
<td>+43.8</td>
</tr>
<tr>
<td>Urea (mmol/L)</td>
<td>C2</td>
<td>27</td>
<td>5.3 – 3.5 (1.8)</td>
<td>+52.4</td>
</tr>
<tr>
<td>RCV95% = 42.5%</td>
<td></td>
<td>29</td>
<td>4.9 – 3.4 (1.5)</td>
<td>+45</td>
</tr>
<tr>
<td>RI = 3 – 8.5 mmol/L</td>
<td>32</td>
<td></td>
<td>6.4 – 3.7 (2.7)</td>
<td>+72.7</td>
</tr>
<tr>
<td></td>
<td>C3</td>
<td>9</td>
<td>4.2 – 4.34 (1.3)</td>
<td>+47.1</td>
</tr>
<tr>
<td></td>
<td></td>
<td>3</td>
<td>4.9 – 2.9 (2)</td>
<td>+70.6</td>
</tr>
<tr>
<td></td>
<td></td>
<td>32</td>
<td>3.3 – 6.3 (-3)</td>
<td>-47.4</td>
</tr>
<tr>
<td></td>
<td></td>
<td>38</td>
<td>5.8 - 4.0 (1.8)</td>
<td>+45.8</td>
</tr>
<tr>
<td></td>
<td></td>
<td>42</td>
<td>3.8 – 2.6 (1.2)</td>
<td>+43.8</td>
</tr>
<tr>
<td>Creatinine (μmol/L)</td>
<td>C4</td>
<td>4</td>
<td>113 – 87.6 (25.4)</td>
<td>+29.3</td>
</tr>
<tr>
<td>RCV95% = 26.8%</td>
<td></td>
<td>7</td>
<td>95.4 - 74.2 (21.2)</td>
<td>+28.6</td>
</tr>
<tr>
<td>RI = 77.8 – 132.6 μmol/L</td>
<td>C3</td>
<td>15</td>
<td>93.7 – 70.7 (23)</td>
<td>+32.5</td>
</tr>
<tr>
<td></td>
<td></td>
<td>42</td>
<td>95.4 – 73.4 (22)</td>
<td>+30.1</td>
</tr>
<tr>
<td></td>
<td></td>
<td>44</td>
<td>121.0 – 88.0 (33)</td>
<td>+37</td>
</tr>
</tbody>
</table>

RI= reference interval for physically active subjects; RCV = reference change value for physically active subjects; Δ = absolute difference between 2 consecutive analyses.

Table 3. Soccer players and their biochemical analytes with significant change based on RCV values.

One player at C3 and two at C4 presented CK values above 119.3%. The serum urea concentrations were significantly increased in eight subjects after the first month of training (C2). Five athletes showed creatinine values that were significantly increased at C3. Note that all of the altered analytes were inside of the reference intervals for the physically active population.

The Table 4 presents the results of the hematological parameters of those athletes that showed significant changes, based on the RCV values, as compared to the previous analysis.
Table 4. Soccer players and their hematological parameters with significant changes based on RCV values.

<table>
<thead>
<tr>
<th>Analyte</th>
<th>Time point</th>
<th>Players</th>
<th>Measured values current - previous (Δ)</th>
<th>Percentage change (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>WBC (10⁹/L)</td>
<td>C2</td>
<td>1</td>
<td>7.8 - 4.5 (3.3)</td>
<td>+73.3</td>
</tr>
<tr>
<td></td>
<td></td>
<td>4</td>
<td>6.2 - 4.0 (2.2)</td>
<td>+55</td>
</tr>
<tr>
<td></td>
<td>C3</td>
<td>14</td>
<td>9.6 - 6.5 (3.1)</td>
<td>+47.7</td>
</tr>
<tr>
<td></td>
<td></td>
<td>15</td>
<td>7.2 - 4.9 (2.3)</td>
<td>+46.9</td>
</tr>
<tr>
<td></td>
<td></td>
<td>44</td>
<td>9.3 - 5.3 (4.0)</td>
<td>+75.5</td>
</tr>
<tr>
<td></td>
<td>C4</td>
<td>19</td>
<td>10.1 - 5.4 (4.7)</td>
<td>+105.6</td>
</tr>
<tr>
<td></td>
<td></td>
<td>20</td>
<td>9.8 - 6.6 (3.2)</td>
<td>+48.5</td>
</tr>
<tr>
<td></td>
<td></td>
<td>47</td>
<td>8.1 - 4.8 (3.3)</td>
<td>+68.8</td>
</tr>
<tr>
<td></td>
<td></td>
<td>53</td>
<td>7.1 - 4.5 (2.6)</td>
<td>+57.8</td>
</tr>
<tr>
<td>Neutrophils (10⁹/L)</td>
<td>C2</td>
<td>1</td>
<td>5.1 - 2.3 (2.8)</td>
<td>+119.5</td>
</tr>
<tr>
<td></td>
<td></td>
<td>4</td>
<td>4.5 - 2.4 (2.1)</td>
<td>+84.9</td>
</tr>
<tr>
<td></td>
<td></td>
<td>23</td>
<td>4.0 - 2.4 (1.6)</td>
<td>+69.7</td>
</tr>
<tr>
<td></td>
<td>C3</td>
<td>14</td>
<td>6.9 - 3.7 (3.2)</td>
<td>+86.4</td>
</tr>
<tr>
<td></td>
<td></td>
<td>15</td>
<td>4.8 - 2.5 (2.3)</td>
<td>+92.9</td>
</tr>
<tr>
<td></td>
<td></td>
<td>44</td>
<td>6.4 - 3.0 (3.4)</td>
<td>+113.8</td>
</tr>
<tr>
<td></td>
<td>C4</td>
<td>19</td>
<td>8.6 - 3.0 (5.6)</td>
<td>+182.7</td>
</tr>
<tr>
<td></td>
<td></td>
<td>42</td>
<td>3.9 - 2.2 (1.7)</td>
<td>+79.6</td>
</tr>
<tr>
<td>Hemoglobin (g/dL)</td>
<td>C2</td>
<td>23</td>
<td>13.2 - 14.4 (-1.2)</td>
<td>-8.3</td>
</tr>
<tr>
<td></td>
<td></td>
<td>7</td>
<td>15.2 - 14.0 (1.2)</td>
<td>+8.6</td>
</tr>
<tr>
<td></td>
<td></td>
<td>15</td>
<td>15.7 - 14.5 (1.2)</td>
<td>+8.3</td>
</tr>
<tr>
<td></td>
<td></td>
<td>17</td>
<td>15.3 - 13.3 (2.0)</td>
<td>+15</td>
</tr>
<tr>
<td></td>
<td></td>
<td>23</td>
<td>14.8 - 13.2 (1.6)</td>
<td>+12.1</td>
</tr>
<tr>
<td></td>
<td></td>
<td>39</td>
<td>16.5 - 14.7 (1.8)</td>
<td>+12.2</td>
</tr>
<tr>
<td></td>
<td></td>
<td>42</td>
<td>13.8 - 12.5 (1.3)</td>
<td>+10.4</td>
</tr>
<tr>
<td></td>
<td></td>
<td>43</td>
<td>15.6 - 13.7 (1.9)</td>
<td>+13.9</td>
</tr>
<tr>
<td></td>
<td>C4</td>
<td>23</td>
<td>13.6 - 14.8 (-1.2)</td>
<td>-8.1</td>
</tr>
<tr>
<td>RBC (10¹²/L)</td>
<td>C3</td>
<td>7</td>
<td>5.3 - 4.8 (0.5)</td>
<td>+10</td>
</tr>
<tr>
<td></td>
<td></td>
<td>17</td>
<td>5 - 4.3 (0.7)</td>
<td>+15.9</td>
</tr>
<tr>
<td></td>
<td></td>
<td>20</td>
<td>4.3 - 4.8 (-0.5)</td>
<td>-9.8</td>
</tr>
<tr>
<td></td>
<td></td>
<td>23</td>
<td>5.1 - 4.6 (-0.5)</td>
<td>+10.3</td>
</tr>
<tr>
<td></td>
<td></td>
<td>39</td>
<td>5.4 - 4.9 (0.5)</td>
<td>+10.4</td>
</tr>
<tr>
<td></td>
<td></td>
<td>42</td>
<td>5.1 - 4.6 (0.5)</td>
<td>+10.4</td>
</tr>
<tr>
<td></td>
<td></td>
<td>43</td>
<td>5.3 - 4.7 (0.6)</td>
<td>+14.1</td>
</tr>
<tr>
<td></td>
<td>C4</td>
<td>20</td>
<td>5.0 - 4.3 (0.7)</td>
<td>+10.3</td>
</tr>
</tbody>
</table>

RI= reference interval for physically active subjects; RCV = reference change value; Δ = absolute difference between 2 consecutive analyses.
Nine athletes were found to have elevated leukocyte counts, mainly neutrophils, at one or more time points. We found seven athletes with hemoglobin values that were significantly increased at C3. It is important to point out that all variations in these hematological parameters were within the reference intervals shown here (Table 1). The exception for this rule was the serum uric acid concentrations, as shown in Figure 2.

![Graph A](image1.png)

Fig. 2. (A.) Uric acid concentration (mean, minimum and maximum) for each soccer player at five time points. The dotted horizontal lines indicate the reference interval (2.5% lower limit = 0.24 mmol/L and 97.5% upper limit = 0.49 mmol/L) from a physically active population. (B.) Uric acid percentage change between successive pairs of serial results for the soccer players during a season of training/competition. The dotted horizontal lines indicate the RCV95% for uric acid = 35.0%.

While there were no significant changes in the serial results during the season (Figure 2B), three players were determined to be below the lower reference interval (Figure 2A).
4. Discussion

This study is the first to test the applicability of reference intervals and the RCV values obtained from physically active individuals (Nunes & Macedo, 2008; Nunes et al., 2010) in longitudinally monitoring the effects of training/competition on soccer players. The players analyzed in this study were from the under-20 category. During the competition season (14 weeks), the games occurred on Saturday mornings. All players, including the outfield players, were submitted to a daily game-based training, where modified games are played on reduced pitch areas, often using adapted rules and involving a smaller number of players than in traditional soccer games. Different small-sided game designs were used during the season to improve specific physical capacities (e.g., sprint, speed, aerobic) (Hill-Haas et al., 2011). An important observation emerging from our data is that all of the soccer players supported this type of training very well for the entire season, including the competitions schedule, as the majority of the alterations shown here were within the reference interval for all of the analytes.

On the other hand, the comparison of serial analyses with RCV values increased the sensitivity and specificity of some analytes as biomarkers of individual training effects. From 56 players, only 17 and 15 exhibited significant alterations in a biochemical analyte or hemogram parameter, respectively, at any time point (Table 3 and 4). Knowledge of the RCV values permits an individual response to those subjects who exceed the percentage of alteration at one or more blood analyses as compared to previous analyses; these subjects can undergo a closer follow up daily or weekly, contributing to the individual adjustment of the training intensity, improvement of nutritional interventions and prevention of stress overload.

For example, the athletes 14 and 19 (Table 3 and 4) were submitted to the same training load and competitions and showed significant increases in the levels of their CK, leukocytes and neutrophils after three months. Although only the neutrophils showed changes that were above the reference interval, this set of changes may be related to a higher inflammatory response and muscle damage after this period of training and competitions, which can lead to an acute deterioration in performance (Ispirlidis et al., 2008). Note that athlete 35 at C3 also exhibited a ΔCK that was higher than the RCV (119.8%), but no other parameters were altered. Additionally, the absolute value was lower than that for athletes 14 and 19. It is likely that the higher ΔCK for this player merely indicated a higher participation in the training schedule. This information can therefore be useful to help the coach plan for adequate recovery time for just those athletes, especially if they are competing players. This information can also be useful to the nutritionist in individually adjusting some nutrients to improve the recovery rate between training sections and games, preserving these athletes.

An interesting point observed here is that after the first month of training, 8 athletes showed significant changes in their serum urea when compared to RCV values. This result may indicate a continuous catabolic state at the beginning of competitions (Hartmann & Mester, 2000). It is not unusual that soccer players present with an inadequate ingestion of carbohydrates because of a low energy intake or a high fat and protein intake (Garrido et al., 2007). As this macronutrient is important in preserving muscle mass, an inadequate ingestion can lead some athletes to a catabolic state that can impair their performance if not corrected. Thus, these 8 athletes could undergo a specific nutritional intervention.

The time point (C3) showed a higher number of positive training adaptations in the majority of the players. The serum creatinine values were significantly higher than the RCV values for five players, which could indicate a muscular mass gain in these subjects at the
beginning of the competitions. In addition to creatinine, the hemoglobin concentrations increased significantly at C3, mainly in the athletes with levels near the lower limit of the population-based reference interval, indicating a positive training adaptation that is related to \( O_2 \) transport, such as increasing the plasma volume and the erythrocyte number (Sawka et al., 2000; Convertino, 2007). Only athlete 23 must be followed more carefully after C4 due to a significant decrease in the Hb concentration as compared to C3. This decrease can also be influenced by nutritional status, such as an inadequate intake of minerals like iron, zinc, copper, folic acid and complex B vitamins (Lukaski, 2004).

In this study we have also shown the need for a comparison of results with reference intervals that were established from a physically active population. For example, all of the players exhibited serum urate concentrations that were within the RCV values (Figure 2B), but three athletes exhibited values below the 2.5% percentile (Figure 2A). As uric acid is one of the most important plasma antioxidants (Lippi et al., 2008) this result could indicate a lower capacity of defense against ROS. The nutritionist could individually improve the antioxidant content of the diet, offering to these athletes more vegetables and fruits rich in this nutrient. This simple intervention may increase plasma antioxidant levels (Brevik et al., 2004).

5. Conclusions

The data presented here point to the Reference Interval and the RCV as important tools for the correct interpretation of the results proceeding from blood analyses related to the monitoring of athletes’ training. Advances in analytical technology, such as proteomic analysis, may present new information concerning the athlete’s protein and metabolic profile. These methods must also have their reference intervals and RCVs determined for effective for sport science application, providing coaches and interdisciplinary teams with the ability to make individual, punctual interventions that could make a difference in the continuous adaptive processes of all athletes throughout the season.
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