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1. Introduction

The subjects selected to conform the content of this chapter have been chosen following two main criteria. Firstly, subjects which are of great interest today in the field of thermohydrodynamics. Secondly, they are neither well understood nor can we regard them as fully developed. Many aspects in their own structure pose very deep and interesting questions whose answers are yet to be obtained. Indeed when closely examined one finds rather surprising results. Start with magnetohydrodynamics. When in a charged fluid ordinary hydrodynamics is coupled with Maxwell’s equations using the conventional form of Ohm’s equation an assumption lies behind which is hardly sustained with the results obtained in kinetic theory. Further, if the fluid is viscous such coupling becomes much more sophisticated a fact that it is hardly noticed in the current literature.

A similar situation occurs with shock waves when in spite of the fact Euler’s equations are well known not to provide a correct description of the structure of a shock wave, they are still used in many applications. The use of the Navier–Stokes and higher order hydrodynamics equations seeking a more accurate description of shock waves is full of loopholes which we hope to bring to the attention of the reader.

On the other hand quantum hydrodynamics, a field long ignored by both physicists and hydrodynamicists is becoming more and more demanding specially due to the experimental results in relativistic heavy ion collisions (RHIC) and in the study of non–equilibrium properties of very cold Bose and Fermi gases. Indeed, one can safely assert that quantum hydrodynamics has never been correctly formulated.

The last topic we chose to discuss is currently referred to as Stochastic Thermodynamics and/or Fluctuation Theorems. This field pretends to extrapolate well established results in Thermostatics as well as in near–equilibrium thermodynamics in the study of small (nanoscale) systems. The two fundamental problems we see here is, firstly, the validity of the use of well defined macroscopic concepts to very small systems. This requires caution. Secondly, the abuse of the thermodynamic language in these systems is rather confusing. For instance, entropy is a state function only defined for equilibrium states of macrosystems or in near equilibrium states as required in linear non–equilibrium thermodynamics (LIT). Far away from equilibrium entropy is not defined and entropy production which is unfortunately adopted instead of Clausius uncompensated heat is only meaningful in (LIT). In this part of the review we insist in placing the enormous amount of results so far obtained in a more adequate language. This will avoid misconceptions as well as misunderstandings.
2. Magnetohydrodynamics

In order to get a clear picture of what we are going to understand by magnetohydrodynamics, it is convenient to recall the methodology that lies behind the derivation of the equations of ordinary hydrodynamics. We consider a single fluid whose thermodynamic states are described by five locally conserved variables, \( \rho(r, t) \) the mass density, \( \rho(r, t) \mathbf{u}(r, t) \) the momentum density, and \( \rho(r, t) e(r, t) \) the total energy density. These equations satisfy the five well-known conservation equations, needless to be written down here. These equations contain fourteen unknowns, three for the energy flux, six for the momentum flux (assuming fluid is isotropic) and the five state variables. To turn them into a complete set of equations one needs to introduce nine so called constitutive equations, expressing the fluxes in terms of the state variables. For an ideal (non-viscous) fluid one readily obtains the well known Euler equations, the lowest order equations including dissipative effects are the Navier–Stokes–Fourier equations and so on.

If one now considers that the fluid is charged, then when set in motion its charge and current densities will generate an electromagnetic field which, through Maxwell’s equations couples with the fluid’s own hydrodynamic equations, giving rise to what is usually referred as the equations of magnetohydrodynamics. Yet the resulting equations are not closed. Constitutive equations must be supplied for all the resulting fluxes which arise from such coupling. Further, the state variables are now enlarged in number due to the presence of the charged particles. In the simplest case, say, the fluid consisting of electrons and ions, we must account for their corresponding densities. Needless to say that the resulting equations will be far more complicated than the ones for the ordinary fluid, a reason which, in our opinion, has given rise to some misunderstandings in the rich literature on the subject Alfven (1963); Balescu (1988); Braginskii (1965); Chandrasekhar (1960); Cowling (1957); García–Colín & Dagdug (2009); Jackson (1962); Kulsrud (2005); Spitzer (1956); Van Kampen & Felderhof (1967), including their kinetic theoretical foundations.

Consider a charged fluid consisting of electrons and ions of masses \( m_e \) and \( m_i \), respectively, whose number densities are \( n_i \) and \( n_e \) respectively. Then \( \rho = n_e m_e + n_i m_i = \rho_e + \rho_i \) and the conservation equations read

\[
\frac{\partial \rho}{\partial t} + \nabla \cdot (\rho \mathbf{u}) = 0, \tag{1}
\]

\[
\frac{\partial}{\partial t}(\rho \mathbf{u}) + \nabla \cdot (\rho \mathbf{u} \mathbf{u} + \mathbf{\tau}) = Q (\mathbf{E} + \mathbf{u} \times \mathbf{B}) + \mathbf{J}_c \times \mathbf{B}, \tag{2}
\]

\[
\rho \frac{\partial e}{\partial t} + \nabla \cdot \mathbf{J}_q + \mathbf{\tau} : (\nabla \mathbf{u}) + \mathbf{J}_r \times \mathbf{B} = 0, \tag{3}
\]

where \( \mathbf{u}(r, t) \) is the fluid’s velocity, \( \mathbf{\tau} = p \mathbb{I} + \mathbf{\tau}' \), \( p \) being the hydrostatic pressure and \( \mathbf{\tau}' \) the symmetric viscous tensor, \( e \) is the internal energy per unit mass, \( \mathbf{J}_q \) the heat flux, \( \mathbf{J}_c \) the conduction current, and \( \mathbf{J}_r \) the total current. Here \( Q = n_i c_i + n_e c_e = (n_i - n_e) e \) and

\[
\mathbf{J}_r = Q \mathbf{u} + \mathbf{J}_c = Q \mathbf{u} + \frac{m_e + m_i}{m_i m_e} e \mathbf{J}_c^{(m)}, \tag{4}
\]

where \( \mathbf{J}_c^{(m)} \) is the mass current for the electrons. We recall that \( \mathbf{J}_c + \mathbf{J}_i = 0 \). Maxwell’s equations in the MKS system are,

\[
\nabla \cdot \mathbf{E} = \frac{1}{\varepsilon_0} Q, \quad \nabla \cdot \mathbf{B} = 0, \tag{5}
\]
\[ \nabla \times \mathbf{E} = -\frac{\partial \mathbf{B}}{\partial t}, \quad -\mu_0 \varepsilon_0 \frac{\partial \mathbf{E}}{\partial t} + \nabla \times \mathbf{B} = \mu_0 \mathbf{J}_T. \] (6)

Notice that the currents \( J_q, \tau, J_e^{(m)} \) (or \( J_c \)) require to be expressed in terms of the state variables \( \rho_e, \rho_i, u, \) and \( \varepsilon \) through still unknown constitutive equations through eqs. (2) and (3).

In order to simplify the problem several approximations are introduced. Firstly the temperatures of electrons and ions is taken to be the same, \( T_i = T_e = T \) a fact which is readily justified Moratto & García–Colín (2011). Next we define the hydrodynamic time \( \tau_H^\alpha \) and the hydrodynamic length \( l_H \) as follows,

\[ \frac{1}{\tau_H^\alpha} \approx \frac{v_a}{l_H}, \quad v_a = \sqrt{\frac{2 k_B T}{m_\alpha}}, \quad \alpha = 1, e, \] (7)

\( k_B \) being Boltzmann’s constant and

\[ l_H^{-1} = \text{Max} \left| \frac{\nabla A(r, t)}{|A(r, t)|} \right|, \] (8)

where \( A \) is \( \rho, u \) or \( T \).

We now assume that both \( l_H \) and \( \tau_H \) are the characteristic length and time scales of \( \mathbf{E} \) and \( \mathbf{B} \). Then several approximations follow Balescu (1988); García–Colín & Dagdug (2009):

\[ \left| \frac{\partial \mathbf{E}}{\partial t} \right| \approx \frac{\mu_0}{c^2} |\nabla \times \mathbf{B}| \approx 0, \quad \text{in a non relativistic plasma.} \] (9)

This is a tricky approximation. By eq. (6) it implies that

\[ \nabla \times \mathbf{B} = \mu_0 \mathbf{J}_T, \] (10)

or that

\[ \nabla \cdot \mathbf{J}_T = 0. \] (11)

But since total charge is conserved, the balance equation

\[ \frac{\partial Q}{\partial t} + \nabla \cdot \mathbf{J}_T = 0, \] (12)

must be obeyed which implies that \( \frac{\partial Q}{\partial t} = 0 \). Consistency may be achieved if local neutrality is satisfied namely Balescu (1988),

\[ |n_e(r, t) - n_i(r, t)| \leq \frac{1}{2} \left( n_e(r, t) + n_i(r, t) \right), \] (13)

in which case \( Q \approx 0 \) in all hydrodynamic equations.

This leads to the so called pre–Maxwell’s equations \( \frac{\partial \mathbf{E}}{\partial t} \approx 0 \) and \( Q \mathbf{E} \) is supressed. Moreover, it is also assumed that since \( Q \approx 0 \) then

\[ Q \mathbf{u} \ll \mathbf{J}_c, \] (14)

which implies that pre–Maxwell’s equations read as

\[ \nabla \cdot \mathbf{E} = 0, \] (15)

\[ \nabla \times \mathbf{E} = -\frac{\partial \mathbf{B}}{\partial t}, \quad \nabla \times \mathbf{B} = \mu_0 \mathbf{J}_T, \] (16)
subject to the condition that $\nabla \cdot \mathbf{J}_c = 0$.

This fact is very often ignored or by–passed in many treatises on the subject. If we assume that $\mathbf{J}_c$ is determined through Ohm’s law, which as we will see below is already incorrect, then

$$
\mathbf{J}_c = Q \left( \mathbf{E} + \frac{1}{\mu_0} \mathbf{u} \times \mathbf{B} \right) = \frac{Q}{\mu_0} (\mathbf{u} \times \mathbf{B}), \quad (17)
$$

which implies that (eq. (16))

$$
- \nabla \times \mathbf{B} = Q(\mathbf{u} \times \mathbf{B}) \quad (18)
$$

or

$$
\nabla \cdot (\mathbf{u} \times \mathbf{B}) = 0, \quad (19)
$$

which is consistent with eq. (11). But also,

$$
\nabla \cdot (\mathbf{u} \times \mathbf{B}) = \mathbf{B} \cdot \nabla \times \mathbf{u} - \mathbf{u} \cdot \nabla \times \mathbf{B} \quad (20)
$$

or using eq. (18)

$$
\mathbf{B} \cdot \nabla \times \mathbf{u} = Q \mathbf{u} \cdot (\mathbf{u} \times \mathbf{B}) = 0. \quad (21)
$$

This implies that, in general $\nabla \times \mathbf{u} = 0$ or that the flow is always irrotational, which in turn implies the fluid is non–viscous. Whence, $\mathbf{\tau}_v = 0$ a fact that not always is clearly pointed out in many applications. Yet eq. (17) as such is completely incorrect. This is manifestly exhibited by kinetic theory Balescu (1988); Braginskii (1965); García–Colín & Dagdug (2009).

To avoid unnecessary and lengthy repetitions we will explicitly consider the properties of vectorial currents, $\mathbf{J}^{(m)}_i$ and $\mathbf{J}_q$ but concentrate on the former one since identical properties are associated with the second one. Notice that from eq. (4) whatever we say about $\mathbf{J}^{(m)}_i$ applies to $\mathbf{J}_c$ since $m_i > m_e$ and $\mathbf{J}_c = (e/m_e)\mathbf{J}^{(m)}_i$. Now, consider a fluid in which the magnetic vector $\mathbf{B}$ is along the $z$–axis, $\mathbf{B} = |\mathbf{B}| \mathbf{k}$. Any vectorial current has now three different components, one along the $z$–axis, one lying in a plane, the $xy$ plane perpendicular to $\mathbf{B}$ and a third one which lies on a plane perpendicular to both, the $z$–axis and the $xy$ plane. The two vectorial forces associated with vectorial fluxes are $\nabla T$ and $\mathbf{d}_{ie}$ where

$$
\mathbf{d}_{ie} = \nabla \left( \frac{n_e}{n} \right) + \frac{n_i n_e (m_i - m_e)}{n \rho} \frac{\nabla p}{p} + \frac{n_i n_e (m_i e + m_e e)}{p \rho} (\mathbf{m}_i e + m_e e) \mathbf{E}', \quad (22)
$$

is the diffusive force and $\mathbf{E}' = \mathbf{E} + \mathbf{u} \times \mathbf{B}$. If $n_i + n_e = \frac{\gamma}{2}$ and we neglect the term with $\nabla p$ which is usually very small,

$$
\mathbf{d}_{ie} = \frac{n_i^2}{p \rho} m_i e \mathbf{E}', \quad (23)
$$

ignoring also the temperature gradients which give rise to the Thomson effect systematically ignored in plasma physics. This implies that $\mathbf{J}_c$ may be written as (see refs. citemb8,mb10)

$$
\mathbf{J}_c = \sigma_{||} E_z \mathbf{k} + \sigma_{\perp} (E_x \mathbf{i} + E_y \mathbf{j}) + \sigma_s (\mathbf{E} + \mathbf{u} \times \mathbf{B}), \quad (24)
$$

where the three conductivities are explicitly given in terms of molecular parameters but we do not need them here explicitly. Equation (24) would be the canonical form of Ohm’s law we repeat, ignoring pressure diffusion and Thomson’s thermoelectric terms. Now compare eqs. (17) and (24). They would be identical if $\sigma_{||} = \sigma_{\perp} = 0$ and $\sigma_s = \sigma_{||}$ which is completely wrong.
Even if we neglect $E$, $\sigma_S$ is not by any chance the same as $\sigma_\parallel$ as clearly exhibited in refs. Balescu (1988) and García–Colín & Dagdug (2009).

A second critique arises from the use of pre-Maxwell’s equations (15) and (16) subject to the condition that $\nabla \cdot J_c = 0$. $J_c$ is the outcome of the presence of all the thermodynamic forces present in the system $\nabla$, $\nabla p$, $\nabla n_i$, and $d_{ic}$. To assert that in general $\nabla \cdot J_c = 0$ is ridiculous. Even if $B = 0$ one can show that García–Colín & Dagdug (2009)

$$\nabla \cdot J_c = -\sigma_\parallel \nabla^2 \phi - \tau_\perp \nabla^2 T,$$  

(25)

where $\tau_\perp$ is a thermal conductivity. Equation 25 set equal to zero, in general, cannot be satisfied unless $\nabla \phi$ and $\nabla T$ acted in a rather peculiar way.

As a third, and last critique we will mention here, concerns magnetohydrodynamics at the level of Euler’s equations. Assuming $Q|E| << 1$, Euler’s equations read,

$$\frac{\partial \rho_a}{\partial t} = -\nabla \cdot (\rho_a u), \quad a = i, e.$$  

(26)

$$\rho \frac{\partial u}{\partial t} = -\rho u \cdot \nabla u - \nabla p + J_c \times B,$$  

(27)

$$\rho \frac{\partial T}{\partial t} = -\left( u \cdot \nabla T + \frac{2p}{3n k_B} \nabla \cdot u \right).$$  

(28)

The full expression for $J_c$ in the absence of viscosity is still required at this level! In this canonical form they are never used in the literature, except by setting $J_c = 1/\mu_0 \nabla \times B$ but even if this expression is substituted in equation (27) one still needs the complete form for $J_c$ to obtain $B$. Needless to say that if viscous effects are present the whole magnetohydrodynamic scheme becomes much more complicated and even for dilute gases, it appears that it has never been given its appropriate status. Just to mention one significative result, the stress tensor in the presence of a magnetic field is considerably modified giving rise to five viscosities, which are not always negligible when compared with the one that is not affected by the field, the standard shear viscosity of hydrodynamics. Details of these results are discussed in the literature Balescu (1988); Braginskii (1965); García–Colín & Dagdug (2009) but they have been completely ignored. The literature on magnetohydrodynamics and plasma physics is overwhelming, in the partial list here provided more references can be found.

3. Shock waves

In the previous section some problems associated with magnetohydrodynamics (MHD) have been pointed out, so the reader may get the impression that for the case when there are no electromagnetic fields the situation is different, but there are cases in which the situation is far from being solved. Turbulence, sometimes referred as the last unsolved problem in classical physics, is an example in which the Navier–Stokes equations are used and their linearization destroys the problem Holmes et al. (1998). Therefore, turbulence is a genuine non linear problem but there are others like shock waves for which it is necessary to improve hydrodynamics beyond the Navier–Stokes description. For shock waves the Euler equations do not provide a strong solution (differentiable) and mathematicians have used the theory of weak solutions; these are discontinuous solutions or solutions in the sense of the theory of distributions developed by L. Schwartz Richtmyer (1978). In the Russian literature they are known as generalized functions and, as far we know, were introduced in physics by P.
Dirac (but perhaps the original idea goes back to Fourier). The famous Dirac’s delta is an example of a “distribution” and it took a while to put it in a proper mathematical context. In the introduction of a book by von Neumann (1955) the reader can find a critique about distributions a la Dirac. From our point of view fluids are not ideal and the introduction of transport coefficients is necessary if one is interested in modeling nature properly. Therefore, we consider the Navier–Stokes equations as more appropriate than the Euler equations. In this sense the point of considering weak solutions is not important for us and we visualize this as a manifestation of the superiority of the physical content of the Navier–Stokes equations when compared to the Euler equations \(^1\). The reader may argue that at low temperatures \(^2\)\(^3\) or \(^2\)\(^3\) behave as fluids without viscosity (also Bose–Einstein condensates in dilute gases) so that the Euler equations should be relevant in this case. This is indeed a true but incomplete statement since according to Tisza and Landau the proper hydrodynamic description is in terms of two fluids: the normal fluid that has viscosity, and the superfluid that has no viscosity. Tieza–Landau’s two fluid hydrodynamics is discussed in the next section on quantum hydrodynamics where the connection between quantum physics and classical hydrodynamics is also mentioned.

Apart from being a non-linear problem, so that the whole set of equations of a theory are tested and not only its linearizations, shock waves are interesting in other aspects. For example, in astrophysics shock waves are found in many of the most spectacular events of nature Piran (2004); Woosley et al. (2002). They are generated in: explosions and detonations Fickett & Davis (2000); Zel’dovich & Raizer (2002), shock tubes Fomin (2010); Zel’dovich & Raizer (2002), appear in: traffic flow Helbing (2001), sonoluminescence Brenner et al. (2002), inertial confinement Goncharov et al. (2006), and when vehicles enter the atmosphere of the earth or other planets Gnoffo (1999).

Classical hydrodynamics, or hydrodynamics for short in this section, was born as a continuum theory. The atomistic point of view of hydrodynamics, when available, can provide explicit expressions for the transport coefficients for an assumed interaction potential between the atoms (either analytically or numerically), so that one does not have to measure or guess them. Also, for simple systems like dilute gases the equation of state and caloric equation of state are known so that disagreement between theory and experiment (or simulations) point to inadequacies of the theory and not to incorrect transport coefficients or equations of state. This is the advantage of considering dilute gases where as a bonus the kinetic description provided by the Boltzmann equation is applicable (which, as far we know, physicists and mathematicians agree that it provides a sound description). The phenomenological derivation of the hydrodynamic equations is well documented in textbooks Currie (1974); Landau (1986), to mention just two among many others; the advantage of such derivation is that it applies to gases and liquids (fluids in general); its weakness (so to speak) is that the transport coefficients have to be determined from experiments, theory, or simulations. The most successful microscopic derivation of the Navier–Stokes equations that we know is that provided by using the Chapman–Enskog method Chapman & Cowling (1970) to solve the Boltzmann equation.

\(^1\) It should be pointed out that being in a sense simpler than the Navier–Stokes, the Euler equations have perhaps a richer (perhaps simpler) mathematical structure and therefore quite a lot can be said from them, even for the MHD case. The book by V. I. Arnold is just an example Arnold (1998). On the other hand the one million dollar prize voiced by the Clay Mathematics Institute is for the Navier–Stokes equations only, but it is important to mention that Fefferman (2000) points out the relevance of Leray’s existence theorem of weak solutions to the Navier–Stokes equations for tackling the problem of their existence and smooth solutions.
2. Other books where one can find discussions about the Chapman-Enskog, Hilbert’s method, and extensions for dilute polyatomic gases are: Cercignani (1988), Feziger & Kaper (1972), McCourt et al. (1990), Grad (1958), Résibois & De Leener (1977), Sone (2002), and Struchtrup (2005), among others. The weakness (so to speak) of the microscopic approach is that its restriction to the very simple dilute gas leaves outside of its scope wealth of applications. In this section we will be concerned with some attempts to go beyond standard hydrodynamics using both the macroscopic and microscopic approaches.

In order to understand the aspects of the shock wave problem we consider the dilute gas where Boltzmann equation is available. For simplicity let us consider a plane shock wave so that the hydrodynamic variables are functions only of \( x \), the position along the shock wave propagation, and time. The conservation equations for mass, momentum, and energy are the following Chapman & Cowling (1970):

\[
\frac{\partial}{\partial t} \rho (x,t) + \frac{\partial}{\partial x} (\rho (x,t) u (x,t)) = 0, \tag{29}
\]

\[
\rho (x,t) \left( \frac{\partial}{\partial t} u (x,t) + u (x,t) \frac{\partial}{\partial x} u (x,t) \right) = -\frac{\partial}{\partial x} P_{xx} (x,t), \tag{30}
\]

\[
\rho (x,t) \left( \frac{\partial}{\partial t} v (x,t) + u (x,t) \frac{\partial}{\partial x} v (x,t) \right) = -P_{xx} (x,t) \frac{\partial}{\partial x} u (x,t) - \frac{\partial}{\partial x} q (x,t), \tag{31}
\]

respectively, where the hydrodynamic velocity is given by \( u (\mathbf{r},t) = u(x,t) \hat{i}, \hat{i} \) is a unit vector along the direction of propagation, \( P_{xx} \) is the \( xx \) component of the pressure tensor, and \( q \) the heat flux. The previous conservation equations can be obtained from the Boltzmann equation or from the standard phenomenological approach Currie (1974) so that they seem to be well established. However, Brenner (2005; 2006; 2010) has recently challenged them \(^3\); we will refer to his theory as the two velocity hydrodynamics. Except for this case all, the other theories that we will mention here rely on the standard conservations laws. The analysis done by Greenshields & Reese (2007) on asymmetry factors show that in its present form Brenner’s approach is not good for explaining the shock wave problem. Another phenomenological approach is that by Hoover & Hoover (2010b) who propose a two temperature theory with delays to try to account for new results obtained using the smooth particle method for shock waves Hoover & Hoover (2010a), further analysis of this theory Uribe et al. (2011) reveal the existence of singularities but it is necessary to analyze it with more detail. Meanwhile Hoovers’ ideas have been modified to produce the so-called Burnett–Cattaneo continuum theory for shock waves Holian et al. (2011).

The shock wave problem consists in solving the conservation equations (29)–(31), either for the non–stationary or stationary case, given the Rankine–Hugoniot jump conditions that

\(^2\) There is no universal agreement on this statement; Truesdell & Müncaster (1980) consider the Chapman–Enskog method, as given by Chapman & Cowling Chapman & Cowling (1970), as “naive” (to say the least) and proposed the methods of stretched fields and the Maxwellian iteration to solve the kinetic problem. The mathematical aspects of the Boltzmann equation and in particular the results by DiPerna & Lions can be found in the literature Cercignani et al. (1994); Villani (2002).

\(^3\) The modification to the conservation equations by Brenner can briefly be explained as follows: conservation of mass and momentum remain the same but in eq. (31) the heat flux \( q \) should be changed by the diffusive volume flux density \( (j_i = u_m - \hat{u}_n) \), where \( u_m \) is the velocity that appears in the conservation equations and \( \hat{u}_n \) is the velocity that appears in the constitutive equations. This idea of two velocities is unusual and the reader is referred to Brenner’s works for more explanations. We recommend the paper by Greenshields & Reese (2007) for additional explanations of Brenner’s ideas, they analyzed Brenner’s theory for the shock wave problem.
are obtained from the steady form of the conservation equations. These two conditions of pressure, velocity, etc. are identified with equilibrium thermodynamic states and the goal is to see how the equilibrium points are connected as a function of $x$, say. As mentioned before the Euler equations do not provide a connection between the two equilibrium points but the Navier–Stokes do. Unfortunately the way in which they are connected is not accurate when compared with experimental information Alsmeyer (1976) or simulations like the Direct Simulation Monte Carlo Method (DSMC) Bird (1994) or Molecular Dynamics (MD) Salomons & Mareschal (1992) for dilute gases.

In the three conservation equations (29)–(31) we have the five unknowns $\{\rho, u, e (or T), P_{xx}, q\}$ and additional equations are required. There are two main theoretical pathways that can be classified according to the way in which the additional information is provided:

- “Normal” solutions: the goal is to express the fluxes, $P_{xx}$ and $q$, in terms of the conserved variable $\{\rho, u, e\}$ and their gradients. Under this category we find the Navier–Stokes equations, the Burnett equations, super–Burnett equations, and so on Burnett (1935); Chapman & Cowling (1970); Foch (1973); Foch & Simon (1977); Uribe et al. (2000; 1998). They can be obtained using the Chapman–Enskog theory to solve the Boltzmann equation and in the particular case of the Burnett equations they can be obtained also using the methods by Truesdell and Müncaster Truesdell & Müncaster (1980) (the method of stretched field and the Maxwellian iteration). Sometimes the form of the collision operator is changed, the most common model being that by Bhatnagar, Gross, and Krook (BGK) Bhatnagar et al. (1954), from which one may generate what are called BGK–Burnett equations an so on.

Due to the problems associated with the Burnett equations a la Chapman–Enskog, modifications to them have been proposed. They may be classified according to:

- Subsets or supersets of the Burnett equations Fiscko & Chapman (1989)
- Regularizations Jin & Slemrod (2001); Rosenau (1989); Slemrod (1998)
- BGK-Burnett Agarwal et al. (2001); Xu & Li (2004)

It is interesting to notice that the Burnett equations have been used recently in the field of granular material Brey et al. (1998); Jin & Slemrod (2001); Sela & Goldhirsch (1998). A review of Burnett hydrodynamics is available for the interested reader García–Colin et al. (2008), also available is the detailed work by Agarwal et al. (2001) where the reader can find further descriptions of such equations and their variants.

- Moment methods: Here additional equations (usually of the relaxation type) for $\{P_{xx}, q\}$ are provided. The main idea is to consider an expansion of the distribution function in terms of a complete set (usually Hermite tensors as done by Grad (1958)) in the velocity space whose coefficients are the so called moments that are functions of position and time. Hence one must truncate the expansion (closure) of the distribution function to get a finite number terms. Having done this one obtains the equations for the moments by using the Boltzmann equation. The well–known Grad’s 13–moment approximation provides the “minimal” approximation that contains as moments the viscous pressure tensor and

---

4 There is an enormous literature on MD in dense gases, liquids, and solids but we refer to just two works Holian & Lomdahl (1998); Holian et al. (1980). Another powerful computational tool is the Smooth Particles Method (SPM) Hoover (2006), originally developed for astrophysical problems, which has been applied for the shock wave problem Hoover & Hoover (2010a).
the heat flux, so that the equations for the moments provide the additional equations to close the conservation equations for the shock wave problem. Several closures have been considered in the literature, for instance:

- Grad’s 13–moment approximation Grad (1958).

There are also relations between normal solutions and moments methods, in particular between the Burnett equations and Grad’s 13–moment equations using the Maxwell–Truesdell–Green iteration Agarwal et al. (2001) (called Maxwellian iteration by Truesdell & Müncaster (1980)). One can also perform a Knudsen expansion of Grad’s 13–moment approximation to obtain the Navier–Stokes equations.

In our opinion a main objection to moment methods concerns the problem related to the aforementioned truncation. For certain cases it has been necessary to use hundreds or thousands of moments Müller & Ruggeri (1993) to get agreement with experimental data, this approach therefore lacks predictive power in the sense that while agreement with experiment can be obtained, one is never sure what should be the number of moments to consider in a situation where there is no experimental information. Nevertheless one may consider more and more moments till the results do not change anymore (this is done in computational physics). On the other hand, the goal of having only a few moments to describe the systems like the Navier–Stokes equations is lost.

In addition to the two general methods mentioned and their variants, there are at least three other approaches that have been used for shock waves. They are: the Mott–Smith anzats Mott–Smith (1951), the Holian’s conjecture Holian et al. (1993), and multi–temperature methods Xu & Josyula (2005). For a critique of the former approach see García–Colín et al. (2004).

All this discussion raises an important question namely, where do we stand on the description for shock waves for a dilute monatomic gas? For the Navier–Stokes equations the situation is well understood since the works by Gilbarg (1951) and Gilbarg & Paolucci (1953). With respect to the agreement with the experiment it should be pointed out that the comparisions become more sophisticated. There are several levels of comparisons that can be performed; shock thickness \( \left( \frac{(u_0 - u_1)}{|du/dx|_{\text{max}}} \right) \), profiles \((u, T, \text{or } \rho \text{ vs. } x)\), orbits (or their projections) of the underlying dynamical system, and the asymmetry factor \((Q_F)\) . It became clear that the Navier–Stokes equations were not good enough to provide a faithful representation of the information gathered from experiments and simulations. The consideration of the asymmetry factor provides compelling evidence of this Alsmeyer (1976) and actually in our opinion this quantity should always be evaluated. That the consideration of the profiles is not enough can be exemplified with Holian’s conjecture Holian et al. (1993). This conjecture leads to better profiles but when the orbit is considered it yields the same orbit as the Navier–Stokes equations. This was noted computationally Uribe et al. (2000) and later on analytically Uribe (2001), so one is lead to the conclusion that the resulting dynamical system

---

5 For other critique to moment methods see García–Colín et al. (2004); Velasco et al. (2002).
6 \( u_0 \) and \( u_1 \) refer to the equilibrium values of the velocity given by the Rankine–Hugoniot conditions.
7 Here we are interested in the hydrodynamic description and so we prefer not to mention the comparisons at the level of the distribution function that are available Erwin et al. (1991), another quantity of interest is the temperature–density separation Greenshields & Reese (2007).
obtained from the conjecture is just a way to parametrize the Navier–Stokes equations. Recently, it has been shown that in appropriately reduced variables the orbits resulting from the Navier–Stokes equations are the same independently of the interaction potential when one relates the viscosity and thermal conductivity according to the prediction resulting from the first Sonine expansion when the Chapman–Ênskog method is considered Uribe (2011). With respect to the theories for which an evaluation of the asymmetry exists we mention the following; Navier–Stokes Alsmeyer (1976); Pham–Van–Diep et al. (1991), Brenner’s Greenshields & Reese (2007), R13 Struchtrup (2005), Burnett Pham–Van–Diep et al. (1991); Uribe et al. (2000), and Fiscko & Chapman (1989). The predictions of the last three (R13, Burnett, and Fiscko & Chapman) are similar with respect to the asymmetry factor and are consistent with simulations and experimental data. However, except for the one by Fiscko & Chapman (1989), the other two lack solutions \(^8\) for Mach numbers greater than about 5/2. Brenner’s two velocity hydrodynamics predicts asymmetry factors that are too low for Mach numbers greater than about 3 and its trend is different from the experimental one. The Navier–Stokes equations provide values for the asymmetry factors that are too big for Mach numbers form one up to two.

While we have not been exhaustive with the many approaches in the literature we think that the reader can get an idea of the complexity of the field of extending the Navier–Stokes equations. In our opinion the large number of approaches available is just a manifestation that there is no theory in the field with which researchers agree. This has lead to fragmentation and no synthesis seems possible in the near future. It would be very convenient to have asymmetry factors for all the other theories mentioned since then we could have a way of discriminating among the vast number available. In our opinion the procedure of adding or eliminating terms from hydrodynamic theories to eliminate problems of a theory or to get agreement with the experimental data should not be encouraged since predictive power most likely will be lost Fiscko & Chapman (1989).

4. Quantum hydrodynamics

In 1927 the German physicist E. Madelung (1927) published a paper entitled Quantum Theory in hydrodynamical form. There he showed how Schrödinger’s equation for electron systems could be cast into the form of the mass and momentum conservation equations for the system. After some pertinent comments on their properties he discussed possible applications without attempting any further efforts to derive transport equations. Curiously enough, in 1941 in his landmark paper on the theory of superfluidity Landau (1941), Landau devoted the first section of his paper to derive from quantum mechanical arguments Euler’s equation describing the motion of inviscid but otherwise arbitrary fluid. These equations were written in operational form and he never referred to Madelung’s work. More surprisingly, he never went beyond this stage but used general features of what he considered some basic aspects of quantum hydrodynamics to obtain the qualitative form of the energy spectrum of a quantum liquid, applying the results to \(He^4\) and from the well known form London (1964); Wilks (1966); Yarnell et al. (1959) of such spectrum computed the temperature dependance of thermodynamic functions for this system. And further, without invoking any other quantum mechanical aspects of liquid helium he set forth, using only the form of such spectrum, his well known two–fluid theory of superfluid helium \(He^4\). The equations of the macroscopic hydrodynamic of this fluid are all expressed in classical language, so the question arises about

\(^8\) It is not known if solutions for Mach numbers greater than about 5/2 exist.
how, being a quantum fluid, there is no obvious presence of Planck’s constant $\hbar$. This is not so and the corresponding situation has been clearly and exhaustively discussed in the literature Khalatnikov (1965); London (1964); Putterman (1974). Just to emphasize the point, the equation of state for the superfluid density $\rho_S$ as a function of $T$, the temperature, $p$ the pressure and $(v_n - v_s)^2$ the square of the difference between the velocities of the normal fluid $v_n$ and the superfluid $v_s$, contain $\hbar$. However, this is not a hydrodynamic affair. In fact, the quantum macroscopic aspects of the theory appeared explicitly when Onsager (1948) and Feynman (1955) independently proposed that in order to account for vorticity in the superfluid, the circulation in it should be quantized, namely,

$$\oint v_s \cdot dl = n \frac{h}{m},$$

where $n$ is an integer. Besides the many important results obtained from this proposal Khalatnikov (1965); Putterman (1974), the two fluid theory plus the quantization of vorticity may be regarded as a quantum hydrodynamical theory. Nevertheless, this is not entirely satisfactory. $He^4$ is a many body boson system interacting among themselves with well known potentials and therefore one could ask the question as to how can one derive the two fluids hydrodynamic equations starting from the basic principles of quantum mechanics. The answer is, up to date, a completely open one. Not even the existence of a pure quantum Boltzmann equation from which we could extract, in analogy to the classical case, the hydrodynamics of a dilute Bose gas is available. Efforts have been made in this direction but they are still incomplete. Some progress was made by K. Huang (1964) for a hard sphere Bose gas but, once more, heuristic assumptions could not be avoided.

Another route followed by some authors was based on the well known Wigner’s distribution functions. Proposed in 1932, this author Wigner (1932) defined quantum mechanical distributions in phase space, an apparent contradiction with the uncertainty principle, but more as a tool to perform practical calculations than to solve the deep nature of quantum statistical mechanics. Indeed, in spite of exhibiting the possibility of generating negative values they gave rise to a scheme which in principle allowed the calculation of ensemble averages properly defined of microscopic quantities which in turn provided their macroscopic counterparts Irving & Zwanzig (1951); Mori et al. (1962). However, very few applications of practical utility were ever done although, curiously enough, for non–equilibrium dilute systems a Boltzmann like equation could be derived Mori et al. (1962) from which Euler’s equations for a non–viscous fluid followed at once Irving & Kirkwood (1950). Applications to the well known correlation functions method for linear dissipative systems were also made Mori et al. (1962) but once more, the ensuing calculations never went beyond low density gases.

The reader may immediately wonder about the status of this problem in the case of Bose condensates. This system, which has been rather fashionable and subject to a great deal of attention for the past two decades, poses even more complicated features. The atoms in which it has been studied are mostly composed of alkali atoms so their potential energy is far more sophisticated than in $He^4$ so it is very doubtful if any systematic studies have been carried on their hydrodynamic properties. A similar comment follows for cold Fermi gases. Indeed, what one should expect is that from the N-body Schrödinger equation, using the appropriate symmetry requirements for the corresponding wave functions for fermions and bosons would lead to the conservation equation for particle, momentum and energy densities.
These equations supplied with constitutive equations, either drawn from the experiment or derived from kinetic type equations, would finally yield the transport equations together with meaningful expressions for the transport coefficients. Although an attempt has been made in the past using the quantum analogy of the classical BBGKY hierarchy for reduced density matrices progress was strongly hindered, as in the classical case, due to difficulties related to truncation criteria and explicit solutions for the equations containing the remaining density matrices. A long and rather suggestive approach following these ideas was discussed almost thirty years ago Kadanoff & Baym (1962); Putterman (1974). The interested reader should take a look of this work. In the absence of a program of this sort what we could consider the quantum mechanical approaches to the study of transport properyies of bosons and fermions are of a wide variety. A very thorough and exhaustive review of these methods has been published recently Schäfer & Teaney (2009) and the interested reader is strongly encouraged to look at it. Briefly speaking the starting point is the concept of a “good fluid” namely, a fluid characterized by a small shear viscosity. To characterize these type of fluids one takes the expression for the shear viscosity for a simple gas as derived from elementary kinetic theory Kauzmann (1966); Reif (1966)

$$\eta = \frac{1}{3} n p l,$$

(33)

where \(n\) is the density, \(p\) the average momentum of the particles and \(l\) the mean free path. In the strong coupling limit, \(l\) is very small so that the uncertainty relation implies that

$$p l \sim \hbar,$$

(34)

so from eqs. (33) and (34) we infer that \(\eta \sim n \hbar / 3\). Now, we know that for many fluids, bosons and fermions in the non relativistic limit, \(s / n \sim k_B\) where \(s\) is the entropy density so, for good fluids we may estimate that

$$\frac{\eta}{s} \sim \frac{\hbar}{k_B},$$

(35)

where \(k_B\) is Boltzmann’s constant. This result has even lead to the conjecture that, using results obtained from string theory Kovtun (2005)

$$\frac{\eta}{s} \geq \frac{\hbar}{4 \pi k_B},$$

(36)

for all fluids! When the equality holds as it appears to be the case in the quark–gluon plasma obtained in relativistic heavy ion collisions (RHIC) Aad et al. (2010); Aamodt (2010) the fluid is defined as a “perfect” one. Wether eq.(36) is completely correct or not is yet an unsolved problem but most of the advances that have been reported in the literature Schäfer & Teaney (2009) are strongly bound to this question.

Just as an illustration of the ideas which are in close and deep scrutiny today, eq. (36) has been both examined experimentally and theoretically in a unitary Fermi Gas Cao et al. (2011). This gas is one in which by the use of a magnetic field the range of the interacting potential is not to be small when compared with the inter-particle spacing. Under these circumstances the properties of the gas turn out to be universal functions of the density \(n\) and the temperature \(T\). For the equilibrium properties the details have been recently revised Horikoshi (2010); Luo (2009). For the non-equilibrium properties the studies mentioned above Schäfer & Teaney
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(2009) also hint at the existence of a universal hydrodynamics which appears to be consistent with eq. (36). If the findings turn out to be also applicable to both cold Bose and Fermi liquids we shall be contemplating a formidable breakthrough in quantum hydrodynamics. Nevertheless there are still other efforts that have been advanced in connection with the problem of quantum hydrodynamics. These are based on the pioneer work on the subject by Landau who in 1953 Landau (1953) developed a description for the evolution of dense matter at high temperatures and pressure. This description was later improved by Hwa (1974) and Bjorken (1983) and very recently, re-examined thoroughly by C. Y. Wong (2008) specifically focused to account for the experimental data that is available from RHIC. The recent results obtained by this author are also quite interesting specially because the method itself is quite independent of the methods described in the previous paragraphs and quite free from the more complicated techniques of quantum field theory.

To finish this section we must briefly mention an attempt to analyze the transport problems of dense nuclear matter at very high temperatures under conditions that not only quantum mechanical equations are required, but also their relativistic versions. The ensuing formalism may be loosely regarded as the relativistic generalization of Madelung’s early attempt as described at the beginning of this section. The method itself, which has a long history Wong (2010), curiosly enough, started from the Klein-Gordon equation in spite of the fact that, as well known, has a probability density \( \rho = 2 \text{Im} \left( \Psi^* \frac{\partial \Psi}{\partial t} \right) \) which is not necessarily a positive quantity. Nevertheless, Feshbach & Villars (1958) were able to overcome this inconvenience by noting that the Klein-Gordon equation constrains both, particle and antiparticle degrees of freedom. That motivated Wong to write such equation in hydrodynamic form first for a single particle and then for N-body systems with strong interactions Wong (2010). Although one can indeed obtain rather complicated equations in which there are terms which may be identified, for instance, with a quantum stress tensor the whole scheme is still too formal to allow explicit calculations that may be related with transport properties, even less with transport coefficients. The reader interested in more details about this formalism should go to the original sources, it is beyond this review to provide the details which, one must say, are rather elaborated.

Summing up, this brief review clearly reveals that a quantum hydrodynamical theory is far from being developed. Even at the level of dilute systems the quantum analogue of Boltzman’s equation is not available. The study of transport phenomena in quantum systems has thus followed a variety of routes which, in spite of their success, still offer no hint as to how to solve the general problem.

5. Fluctuation theorems and stochastic thermodynamics

It is well known that equilibrium statistical mechanics is a well established theory because it can explain the properties of a broad variety of systems in equilibrium. Close to equilibrium the linear response formalism is very successful in the form of the fluctuation–dissipation theorem and Onsager’s reciprocity relations. However, no such universal framework exists to study systems driven far away from equilibrium. Over the past two decades, there has been considerable interest in the study of nonequilibrium statistical mechanics of small systems in which thermal fluctuations play a very important role, and has led to the discovery of several rigorous theorems called fluctuation theorems (FTs) and related results for systems away from
The fluctuation theorem (FT) deals with the relative probability that a quantity so-called “entropy” of a system which is currently away from thermodynamic equilibrium will increase or decrease over a finite time interval. The second law of thermodynamics states that the Clausius entropy of a macroscopic isolated system always increases until reaches equilibrium. The entropy and the entropy production as well, are quantities associated to macroscopic systems and they have a clear physical meaning as properties of ensembles. With the discovery of statistical mechanics it was shown that the entropy increase principle is only statistical one, (it is valid as an average over the ensemble) suggesting that there always exists some nonzero probability that the entropy of an isolated system might spontaneously decrease. The fluctuation theorem precisely quantifies this probability. So, when the thermodynamic concepts are applied to small systems and in short time intervals, it becomes clear that there exists a probability to find situations which do not match the ensemble averages. The FT was first proposed and tested using computer simulations, by Evans et al. in 1993. The first mathematical proof was given by Evans and Searles in 1994. Roughly speaking, the FT is related to the probability distribution of the time-average irreversible “entropy like production”, denoted as $\sum_t$. The theorem states that, in systems away from equilibrium over a finite time $t$, the ratio between the probability that $\sum_t$ takes a value $A$ and the probability that it takes the value $-A$, will be exponential in $At$. In other words, for a finite non-equilibrium system in a finite time, the FT gives a precise mathematical expression for the probability that such a quantity will flow in an opposite direction. Its mathematical expression reads $P(\sum_t = A)/P(\sum_t = -A) = e^{At}$. Because $\sum_t$ is an extensive quantity, it can be seen from the expression that, as the time or system size increases, the probability of observing the value $-A$ in opposite direction decreases exponentially, consistently which one could expect with the increase in entropy principle. Notice that the FT does not state that the second law of thermodynamics is wrong or invalid. Thus the FT when applied to macroscopic systems, is equivalent to the increase in entropy principle. Actually, the FTs involve a wide class of systems as well as several equilibrium and nonequilibrium quantities, including Helmholtz free energy, entropy production, Helmholtz free energy Crooks (2000; 1999), Jarzynski (1997a,b; 2007); Jayannavar & Sahoo (2007); Jiménez-Aquino et al. (2008), work Jayannavar & Sahoo (2007); Jiménez-Aquino et al. (2008); Roy & Kumar (2008); van Zon & Cohen (2003), heat van Zon & Cohen (2004), and entropy production Crooks (2000; 1999); Jiménez-Aquino (2010); Saha et al. (2009); Seifert (2005; 2008). They can be applied to steady state situations Gallavotti & Cohen (2005); Jiménez-Aquino et al. (2010); van Zon & Cohen (2003) and the transient theorems allow to go a step further Crooks (1999); Evans et al. (1993); Jiménez-Aquino et al. (2010); Jiménez-Aquino (2010); Saha et al. (2009); Seifert (2005); van Zon & Cohen (2003). The FTs have been corroborated by both computer simulations Evans et al. (1993); Lechner et al. (2006); Searles & Evans (2000); Wang et al. (2002)

and experiments Blickle et al. (2006); Carberry et al. (2004); Tietz et al. (2006); Trepannier et al. (2004); Wang et al. (2002). The FTs are not only active areas of research in classical physics but recently also in quantum mechanics Campisi et al. (2009); Esposito et al. (2010); Saito & Dhar (2007). The first laboratory experiment performed to demonstrate the transient work-fluctuation theorem (TFT) was reported by Wang et al. Wang et al. (2002) in 2002, for a small system over short times. In this experiment the trajectory of a colloidal particle is followed when it is captured in an optical trap that is translated relative to surrounding water molecules (the bath at temperature $T$).

After the works of Evans, Searles, and colleagues, another important result for non-equilibrium properties, called the Jarzynski equality (JE) Jarzynski (1997a;b; 2007) appeared in 1997. This equality relates averages of non-equilibrium work distribution with the equilibrium free energy differences between equilibrium states. In other words, a system in thermodynamic equilibrium with a thermal bath at temperature $T$ can be driven out of equilibrium by time-dependent external forces. For slow enough driven forces, the process is quasistatic or reversible, then the system evolves through a succession of equilibrium states and the total amount of work $W_{rev}$ done by the external forces is equal to the equilibrium free-energy difference $\Delta G$ between the initial and final state. For nonequilibrium situations (irreversible processes), the second law of thermodynamics tell us that the total work $W$ is larger than the reversible work: the difference between the actual work and reversible work is equal to the net heat (noncompensated Clausius’ heat) produced by dissipative forces and transferred from the system to the heat bath. Jarzynski found for arbitrary irreversible processes the relation $\langle \exp(-W/k_B T) \rangle = \exp(-\Delta G/k_B T)$, where $\langle \ldots \rangle$ denotes the average over an infinite number of trajectories or realizations of the irreversible process, $k_B$ is the Botzmann constant. The reversible process is then a particular case of this realation where $W = \Delta G$. The first experimental test of the JE was performed by Bustamante and colleagues Liphardt et al. (2002) at UC Berkeley in 2002. They measured the work exerted on small RNA molecules using optical tweezers. In 1999, G. Crooks Crooks (1999) also at UC Berkeley, was able to go further by generalizing the JE. The Crooks relation states that the for a given protocol, the ratio between the distribution of work $P(W)$ measured along a forward trajectory (or probability distribution along a forward process) and its time reverse counterpart $P(-W)$ is given by $P(W)/P(-W) = \exp[(W - \Delta G)/k_B T]$. In 2005, this fluctuation relation was experimentally tested by C. Collin et al. Collin et.al. (2005), using RNA molecules. Coming back to the experimental demonstration by Wang et al. Wang et al. (2002), they succeeded to test the TFT for a colloidal particle trapped into an optical trap which interacts with an experimental vessel, and the expression for the TFT reads $P(W)/P(-W) = e^{W}$, where $W$ stands for the dimensionless work delivered to the vessel, $P(W)$ is the probability of the work delivered to the vessel (or the probability of the work measured along a forward trajectory), and $P(-W)$ is the probability that the vessel does work on the trap (or the probability of the work measured along a backward trajectory). After Wang’s et al., Liphardt et al. and Collin et al. experimental confirmations, others were continued with colloidal particles trapped by an optical device, for instance Blickle et al. (2006); Carberry et al. (2004); Trepannier et al. (2004), mechanical and electrical oscillators Garnier & Ciliberto (2005), etc. For all of those statements given above, it becomes clear that the FTs are very important in the description of non-equilibrium systems within short times, and suggest that the miniaturization of machines may have inherent limitations. This means that microscopic (nanosized) machines will work not in the same way as their macroscopic counter parts. As the machines become smaller, the probability that they run in reverse
becomes greater. In general, whatever is the non-equilibrium quantity, work, heat, entropy production, etc., the FTs relate probability distribution functions along forward and backward trajectories for a small system. The specific form of the various theorems depend on which thermodynamic parameter (temperature, volume, etc.) are held constant, whether the system is prepared in an equilibrium state, and other factors.

The FTs have also been verified for heat van Zon & Cohen (2004) and entropy like production Saha et al. (2009); Seifert (2005; 2008). In the particular case of the entropy production, it has been necessary to define an entropy–like function along a stochastic trajectory. This and other thermodynamic concepts like the first-law-like energy balance involving applied or extracted work, exchanged heat, and changes in internal energy, were consistently defined along a single stochastic trajectory in the context of stochastic thermodynamics by Seifert (2005; 2008). Stochastic thermodynamics has been developed for mesoscopic systems like colloidal particles or single (bio) molecules driven out of equilibrium by time-dependent forces but still in contact with a heat bath of well-defined temperature. Stochastic thermodynamics thus attempts to extrapolate thermodynamic concepts to single particle trajectories. But one can immediately ask, how this extrapolation can be done? First of all, it is well known from the equilibrium statistical mechanics that the thermodynamics quantities such as the internal energy, entropy, etc., are related to ensemble properties and the average over the ensemble for each one becomes its thermodynamic counterpart. A similar situation has been adopted in stochastic thermodynamics by Seifert (2005; 2008), in which that concept of ensemble is extrapolated as an ensemble of a particle’s stochastic trajectories. In this sense, the average over the ensemble trajectories will be its corresponding thermodynamic quantity.

The subject was explicitly studied by Seifert for an over-damped Brownian particle in the one-dimensional case. In his work, he defined a first law-like balance between the applied work, the change in internal energy, and the dissipative heat along a stochastic trajectory. Seifert was able to show that the total “entropy like production” (TEP), denoted as $\Delta s_{tot}$, along a single stochastic trajectory satisfies the integral fluctuation theorem (IFT) which is expressed as $\langle e^{-\Delta s_{tot}} \rangle = 1$, for any initial condition when the particle is arbitrarily driven by time-dependent external forces over a finite time interval (the transient case). He also showed, in the nonequilibrium steady state over a finite time interval that, a stronger fluctuation theorem, called the detailed fluctuation theorem (DFT) holds, that is, $P(\Delta s_{tot})/P(-\Delta s_{tot}) = e^{\Delta s_{tot}}$; where $P(\Delta s_{tot})$ is the probability of the entropy–like function given along a forward trajectory and $P(-\Delta s_{tot})$ is that given along a backward trajectory. In this context, using the concepts of stochastic thermodynamics and the definition of the entropy–like function along a single stochastic trajectory, Saha et al. Saha et al. (2009) proved that, even in the transient case the DFT for a Brownian particle in a harmonic trap also holds for two exactly solvable models.

Finally, we would like to comment that over the last three years, the FTs and the JE have also been explored and verified for a charged Brownian particle in an electromagnetic field Jayannavar & Sahoo (2007); Jiménez-Aquino et al. (2008; 2009; 2010); Jiménez-Aquino (2010); Saha & Jayannavar (2008); Roy & Kumar (2008). In this section we briefly study two transient fluctuation theorems, the work and total entropy–like production, for a Brownian harmonic oscillator in the high friction limiting case, taking also into account the presence of an electromagnetic field.
5.1 Transient work-fluctuation theorem

5.1.1 Harmonic oscillator’s Langevin equation

Let us consider a charged Brownian particle with mass $m$ in a harmonic trap with a time-dependent position vector $\mathbf{r}(t)$ of its center, that is $V(r, t) = (k/2)|\mathbf{r} - \mathbf{r}^\ast|^2$, with $k$ as a constant. It will be considered that for $t = 0$, the potential minimum is located at the origin, $\mathbf{r}_0^\ast = 0$, whereas for $t > 0$, it moves with arbitrary velocity $\mathbf{v}^\ast(t)$. For this Brownian harmonic oscillator, the corresponding Langevin equation in the over-damped approximation reads

$$\frac{d\mathbf{r}}{dt} = -\gamma \mathbf{r} + \gamma \mathbf{r}^\ast + \alpha^{-1} \xi(t), \quad (37)$$

where $\gamma = k/\alpha$, $\alpha$ is the friction coefficient, and $\xi(t)$ represents the fluctuating force produced by the surrounding medium (the bath) at temperature $T$, which satisfies the properties of Gaussian white noise with zero mean value $\langle \xi_i(t) \rangle = 0$ and a correlation function given by $\langle \xi_i(t) \xi_j(t') \rangle = 2\lambda \delta_i \delta(t - t')$, with $i, j = x, y, z$. The parameter $\lambda$ is the noise intensity and according to the fluctuation-dissipation theorem it is related to the friction constant by $\lambda = \alpha k_B T$, $k_B$ being Boltzmann’s constant.

In this work, we adopt the definition of the dimensionless total work done on a system during a finite time interval $\tau$ as given in reference van Zon & Cohen (2003). In this case

$$W_\tau = \frac{1}{m \gamma T} \int_0^\tau \mathbf{v}^\ast \cdot \mathbf{F}(\mathbf{r}, \mathbf{r}^\ast) dt = -\beta k \int_0^\tau \mathbf{v}^\ast \cdot (\mathbf{r} - \mathbf{r}^\ast) dt, \quad (38)$$

where $\beta = k_B T$. This definition has been shown to be consistent with the definition of Jarzynski’s work in Ref. Jayannavar & Sahoo (2007); Jiménez-Aquino et al. (2008). To calculate the statistical properties of this total work, we proceed further by introducing the change of variable $\mathbf{R} = \mathbf{r} - \langle \mathbf{r} \rangle$, where $\mathbf{R}$ and $\langle \mathbf{r} \rangle$ satisfy the following differential equations

$$\frac{d\mathbf{R}}{dt} = -\gamma \mathbf{R} + \alpha^{-1} \xi(t) \quad \frac{d\langle \mathbf{r} \rangle}{dt} = -\gamma \langle \mathbf{r} \rangle + \gamma \mathbf{r}^\ast, \quad (39)$$

$\langle \mathbf{r} \rangle$ being the deterministic solution of Ec. (37). In terms of the $\mathbf{R}$ variable the total work reads

$$W_\tau = -\beta k \int_0^\tau [\mathbf{v}^\ast \cdot \mathbf{R} + \mathbf{v}^\ast \cdot (\langle \mathbf{r} \rangle - \mathbf{r}^\ast)] dt. \quad (40)$$

This equation shows that the total work done on the system is a linear function of the stochastic variable $\mathbf{R}$. Accordingly, the statistical properties of this work then correspond to a Gaussian process and therefore its probability distribution can be written as follows

$$P(W_\tau) = \frac{1}{\sqrt{2\pi V_\tau(\tau)}} \exp \left( -\frac{[W_\tau - M_\tau(\tau)]^2}{2V_\tau(\tau)} \right), \quad (41)$$

where we have defined $M_\tau(\tau) \equiv \langle W_\tau \rangle$ as the mean value of the work and $V_\tau(\tau) \equiv \langle W_\tau^2 \rangle - \langle W_\tau \rangle^2$ as its variance. The probability distribution written in Eq. (41) contains the time evolution of the total work from the initial time up to time $\tau$. This fact means that we are studying the distribution corresponding to the transient situation. We will use the subscript $T$ for all quantities in the transient case. Taking into account that $\langle \mathbf{R} \rangle = 0$, the work mean value now reads

$$M_\tau(\tau) = -\beta k \int_0^\tau \mathbf{v}^\ast \cdot (\langle \mathbf{r} \rangle - \mathbf{r}^\ast) dt. \quad (42)$$
Following the algebraic steps given by van Zon and Cohen van Zon & Cohen (2003), it can be shown that the work mean value and its corresponding variance are given respectively by

\[ M_\tau(\tau) = \beta k \int_0^\tau dt' \int_0^{t'} e^{-\gamma(t'-t'')} \mathbf{v}^\ast(t') \cdot \mathbf{v}^\ast(t'') \, dt''. \]  

(43)

\[ V_\tau(\tau) = 2\beta k \int_0^\tau dt' \int_0^{t'} e^{-\gamma(t'-t'')} \mathbf{v}^\ast(t') \cdot \mathbf{v}^\ast(t'') \, dt''. \]  

(44)

and therefore \( V_\tau(\tau) = 2 M_\tau(\tau) \). Making use of Eq. (41) we get the final result

\[ \frac{P(W_\tau)}{P(-W_\tau)} = e^{W_\tau}. \]  

(45)

This was precisely the result corroborated experimentally by Wang et al. Wang et al. (2002), before the work of van Zon and Cohen van Zon & Cohen (2003).

5.1.2 Harmonic oscillator’s Langevin equation in an electromagnetic field

Recently, the study of van Zon and Cohen, has been extended for an electrically charged Brownian particle in an electromagnetic field Jiménez-Aquino (2010). It is not our purpose in this section to write algebraic details to obtain the results. We suggest the reader interested in the explicit calculations to read Ref. Jiménez-Aquino (2010). When the above Brownian particle is charged and under the action of constant magnetic field orthogonal to the electric field which lies on the \( x-y \) plane, the Langevin equation can be split into two independent processes, one is given on the \( x-y \) plane perpendicular to the magnetic field and the other one along the \( z \)-axis parallel to the magnetic field. Along the \( z \)-axis, the Langevin equation is the same \( z \)-component of the Langevin equation studied in Ref. van Zon & Cohen (2003). We can define all the vectors lying on the plane as \( \mathbf{x} = (x, y) \) the position vector, \( \mathbf{u} = (v_x, v_y) \) the velocity vector, \( \mathbf{\eta}(t) = (\xi_x, \xi_y) \) the fluctuating force, and \( \mathbf{E}(t) = (E_x, E_y) \) the electric field. The two-dimensional harmonic potential and its corresponding harmonic force are defined as \( U(x, t) = (k/2)|x - x^\ast|^2 \) and \( F(x, x^\ast) = -k(x - x^\ast) \). In this case, the electric field can be interpreted as the responsible for dragging the center of the harmonic trap, hence the position vector of the center in the harmonic trap can be written as \( x^\ast = (q/k)\mathbf{E}(t) \). Again for \( t = 0 \), \( x^\ast_0 = 0 \), whereas for \( t > 0 \), \( \mathbf{u}^\ast(t) \equiv \dot{x}^\ast(t) = (q/k)\dot{\mathbf{E}}(t) \) so that. the responsible for dragging of the minimum potential is the electric field rate of change. So, the planar Langevin equation in the over-damped approximation can be written as

\[ \frac{d\mathbf{x}}{dt} = -\Lambda \mathbf{x} + \Lambda x^\ast + k^{-1} \Lambda \mathbf{\eta}(t), \]  

(46)

\( \Lambda \) is a matrix given by

\[ \Lambda = \begin{pmatrix} \tilde{\gamma} & \tilde{\Omega} \\ -\tilde{\Omega} & \tilde{\gamma} \end{pmatrix}, \]  

(47)

with \( \tilde{\gamma} = k/\alpha(1 + C^2) \), \( \tilde{\Omega} = kC/\alpha(1 + C^2) \), and \( C = qB/\alpha a \) is a dimensionless factor. Now, the total dimensionless work will be in this case

\[ W_\tau = -\beta k \int_0^\tau \mathbf{u}^\ast \cdot (\mathbf{x} - x^\ast) \, dt, \]  

(48)
To calculate the statistical properties of this stochastic Gaussian work we again introduce the change of variable $X = x - \langle x \rangle$. Following the steps given in Ref. Jiménez-Aquino (2010), it is also possible to show that the work mean value and its variance are then

$$M_r(\tau) = \beta k \int_0^T dt' \int_0^t e^{-\tilde{\gamma}(t'-t'')} V^*(t') \cdot V^*(t'') dt'' , \quad (49)$$

$$V_r(\tau) = 2\beta k \int_0^T dt' \int_0^t e^{-\tilde{\gamma}(t'-t'')} V^*(t') \cdot \tilde{V}^*(t'') dt'' , \quad (50)$$

where $V^*(t) \equiv R(t)u^*(t)$ and $R(t)$ is a rotation matrix given by

$$R(t) = \begin{pmatrix} \cos \tilde{\Omega} t & \sin \tilde{\Omega} t \\ -\sin \tilde{\Omega} t & \cos \tilde{\Omega} t \end{pmatrix} , \quad (51)$$

and thus $V_r(\tau) = 2 M_r(\tau)$. From Eq. (41) we can conclude that the same TFT given by Eq. (45) holds. Therefore, when a system (a charged Brownian particle in a harmonic trap) is driven out of equilibrium by an time-varying electric field, the transient work-fluctuation theorem (TFT) also holds.

5.2 Entropy production fluctuation theorem

Using the concepts of stochastic thermodynamics established by Seifert Seifert (2005; 2008), Saha and colleagues Saha et al. (2009) showed in 2009 that even in the transient case the DFT for a Brownian particle in a harmonic trap also holds for two exactly solvable models. These models were studied in the over-damped approximation of the Langevin Dynamics in the one variable case. Last year, Saha’s et al. work could be extended to the case of a charged harmonic oscillator in an electromagnetic field by Jiménez-Aquino Jiménez-Aquino (2010).

In this paper, also two physical situations for arbitrary time-dependent electric field driven over a finite time interval were also studied, namely: (i) the charged Brownian particle in a two-dimensional harmonic trap subjected to the action of an arbitrary time-dependent electric field and, (ii) the minimum of the harmonic trap arbitrarily dragged by the electric field. We briefly introduce a short comment of stochastic thermodynamics before establishing the entropy-production fluctuation theorem. According to stochastic thermodynamics Seifert (2005; 2008); Sekimoto (1998), the first-law-like balance between the applied work $W$, the change in internal energy $\Delta U$, and the dissipated heat $Q$ to the bath, can be calculated along a trajectory $x(t)$ over a finite time interval $t$. This first-law-like reads as $Q = W - \Delta U$, where the work (not dimensionless work) can be calculated from the relation Jarzynski (1997a); Jayannavar & Sahoo (2007); Saha et al. (2009)

$$W = \int_0^t \frac{\partial U(x,t')}{\partial t'} dt' , \quad (52)$$

where $x$ is the $n$-dimensional position vector. On the other hand, the change in the medium’s entropy $\Delta S_m$ over the time interval is $\Delta S_m = Q/T$ and the nonequilibrium Gibbs entropy-like $S$ of the system in the present problem is defined as Seifert (2005)

$$S(t) = -\int f(x,t) \ln f(x,t) dx = \langle s(t) \rangle . \quad (53)$$

This definition suggests the definition of a trajectory–dependent entropy–like function for the particle as $s(t) = -\ln f[x(t),t]$, where the probability density $f(x,t)$ is obtained through the
solution of the associated Fokker-Planck equation and, it is evaluated along the stochastic trajectory. For a given trajectory \( x(t) \), this entropy–like \( s(t) \) depends on the given initial data \( f(x_0) \equiv f(x_0,0) \), where \( f(x_0) \) is the probability density of the particle at initial time \( t = 0 \), and thus contains information about the whole ensemble. The change in the system’s entropy for any trajectory of duration \( t \) is \( \Delta s = -\ln[f(x,t)/f(x_0)] \). Now, the change in the total entropy–like production along a trajectory over a finite time interval \( t \) is shown to be Seifert (2005; 2008) \( \Delta s_{tot} = \Delta s_m + \Delta s \). Using this definition, Seifert derived the integrated fluctuation theorem, \( \langle e^{-\Delta s_{tot}} \rangle = 1 \), where the angular brackets denote average over the statistical ensemble of realizations, or over the ensemble of finite time trajectories Seifert (2005; 2008). Also he showed that in the nonequilibrium steady state over a finite time interval, the DFT holds. The latter is stated as

\[
\frac{P(\Delta s_{tot})}{P(-\Delta s_{tot})} = e^{\Delta s_{tot}}. \tag{54}
\]

This theorem has also been proved, even in the transient case, for a Brownian particle in a harmonic trap only if the system is initially prepared in equilibrium Saha et al. (2009). This was also the case for a charged harmonic oscillator in an electromagnetic field as studied by Jiménez-Aquino (2010). In both papers Jiménez-Aquino (2010); Saha et al. (2009), the proof of the DFT has been given for two general physical situations, when the system is initially distributed with a canonical distribution at equilibrium with the thermal bath. The relation \( \sigma_{\Delta s}^2 = 2\langle \Delta s_{tot} \rangle \) is shown to be valid, being the main requirement for the validity of the DFT. However, as it has been pointed out by Saha et al. Saha et al. (2009), when the probability density \( P(\Delta s_{tot}) \) is not Gaussian the DFT for the total entropy–like production does not hold. To this respect, it is important to take into account the recent comments of Shargel Shargel (2010) about Saha’s contribution, namely: as proved by Saha et al., the transient fluctuation theorem (TFT), given by Eq. (54) for a Brownian particle in a harmonic potential and driven by an arbitrary time-dependent force, is only valid if the particle is initially in thermal equilibrium. However, this is a surprising result because according to Shargel, Eq. (54) fails to distinguish between both the forward and backward path measures and the forward and backward entropy–like production, each of which are different due to the time-dependent driving. Certainly, in those works Jiménez-Aquino (2010); Saha et al. (2009), the TFT holds in a very particular case that strongly depends of the form on which the initial distribution has been constructed. The latter is constructed on the basis of a harmonic potential, but any other potential or initial distribution the TFT breaks down.

Respect to the stochastic thermodynamics concepts briefly outlined above, we must mention a critical analysis given very recently in Velasco et al. (2011): as addressed by the authors, the usual concepts of thermodynamics when extrapolated to the study of thermodynamic of small systems labelled under the strange name of “stochastic thermodynamics”, some care should be taken into account when concepts of entropy and related quantities out of equilibrium are used in such a description. The authors further suggest to review the books on the thermodynamics of small systems formulated over fifty years ago by T. L. Hill Hill (1963; 1964; 1968). Hill’s theory is formulated upon a precise and conventional theory of thermodynamics of small systems, and based on the fundamental ideas of statistical mechanics. To describe non-equilibrium systems consistent with thermodynamics, the theory relies upon local equilibrium states, so that the calculation of the entropy production in irreversible processes must be the same as those available for thermodynamic systems. In this context, it seems to be the case that the connection of Hill’s theory with systems described by
averaging procedure, like Jarzynski equality, has been given first by J. Carrete and colleagues Carrete et al. (2008) in 2008. This pioneer work opens other possibilities to explore the FTs described by the so-called “stochastic thermodynamics” theory.
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