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1. Introduction

The energy transfer from a plasma to a surface always plays an important role in low pressure plasma material processing (deposition, etching, surface treatment...) [1, 2]. Three different types of plasma species interact with the surface: charge carriers, neutrals and photons [3]. The energy due to charged particles (mainly ions and electrons) represents a significant contribution, especially when the substrate is biased. The energy coming from neutrals can be divided into different contributions: gas conduction, metastable de-excitation, fast neutrals (sputtered atoms, charge transfer mechanisms,... ) and reactions at the surface (e.g. chemical etching...) In argon, for example, the energy due to neutrals is shared between gas conduction and metastable de-excitation since no reaction occurs at the surface. In reactive plasmas, the energy contribution of chemical reactions between radicals and substrate materials can be very high and has to be considered as well.

From the results of conventional plasma diagnostics (knowledge of flux and energy carried by interacting species), it is possible to estimate the maximum energy that can be transferred to a surface through energy balances. But the true energy delivered during plasma/surface interaction is difficult to evaluate. Thus, it might be more accurate to perform direct measurements of the energy influx. Most of the techniques used until now only lead to indirect estimations (e.g. time evolution of the substrate temperature) [3]. These methods only gives a posteriori values averaged over several minutes, although for most processes (especially time resolved ones) real time measurement of the energy flux would be of interest.

To make direct heat flux measurements in plasma processes, we proposed to use a commercially available heat flux microsensor (HFM) [4]. This HFM is composed of hundreds of integrated micro thermocouples, which form a thin thermopile having a very good time resolution (<10 ms). In the following section, we present in details the diagnostic and the experimental setup we used to make measurements. Then, we will explain the method we used to calibrate it. The third section will describe the different contributions in the total energy transfer from a plasma to a surface. In the fourth section, measurements of the energy transfer from an inductively coupled plasma of argon to the HFM will be presented. Special diagnostics such as Langmuir probe and diode laser absorption have been used to evaluate the contribution of the different species (e.g. charged particles, neutrals, metastables,...) in the total measured energy flux. In section five, we show an example of the evaluation of the energy flux due to chemical reactions between fluorine...
2. Detailed description of the diagnostic

2.1 Heat flux sensor

The Heat Flux Microsensor is produced by Vatell Corporation based in Virginia in the United States [5]. The sensor mounted on the rod is shown in figure 1(a). The active surface, which is shown in the inset of figure 1(a), has a 6 mm diameter. It is composed of two distinguished sensors. The first one is a thermopile made in Nichrome and Constantan [5] based on Seebeck effect. A simple drawing is shown in figure 1(c) to explain this effect. Thermocouples are mounted in series. The junctions are located on two different levels of the sensor (figure 1(b)). Each thermocouple produces a voltage which is proportional to the heat flux, which is transferred from the top surface to the bottom of the sensor. The HFM proposed by Vatell is composed of hundreds of thermocouples (1600 cm²) fabricated by thin film deposition processes. When submitted to an energy influx, a very low temperature gradient appears between both levels of thermocouples which results in a very low voltage for each thermocouple. But, since there is a quite high density of these thermocouples, the resulting voltage is high enough to be measured by a nanovoltmeter. The second sensor is a Pt100 temperature sensor surrounding the thermopile. The Pt100 is used to control the sensor temperature. Note that this second sensor is not necessary in our experiment to measure the energy flux. Moreover, by making this temperature measurement, some heat is produced which can perturb the heat flux evaluation.

![Heat flux microsensor](image)

Both sensors are inserted in a copper chamber cooled by water and controlled in temperature. For our experiments, we used the HFM-7 model, which can hold a temperature as high as 700°C. The intrinsic response of the thermopile sensor is 17 µs. However, the sensor is coated with a black paint in order to ensure radiation absorption. The presence of this coating increases the time response up to 300 µs.
Before placing the HFM inside a low pressure plasma, a calibration of the sensor has to be carried out, which is described in the next section.

2.2 Calibration procedure

For the calibration procedure, the whole sensor is placed in front of a cylinder black body (BB) (Figure 2). The temperature of the HFM ($T_1$) is fixed by the controller and the BB temperature ($T_2$) is varied from ambient to 250 °C. A thermo-radiative energy transfer takes place between the BB and the HFM, that can be calculated using the Stefan law [6]. The temperature of the back side heat flux sensor is maintained to 5°C and does not deviate during the calibration. This was done to avoid the increase in the sensor temperature, which would lead to radiation loss by IR emission.

According to the NIST Protocol we used, the calibration is first conducted in the equilibrium regime: the radiative transfer exchange is considered only when the BB averaged temperature and output signal of the HFM lead to stabilized values. Then, using the radiative heat exchange balance, the correlation between the radiative heat flux density and the output electrical signal provided by the HFM can be made. We have also conducted a calibration procedure under a dynamic regime, which gives similar results as in the equilibrium regime (Figure 3). When we investigated the calibration procedure, we showed that gas convection took place even at relatively low pressure, which prevents from the knowledge of the transferred energy [4]. Thus, calibration of the sensor must be carried out in vacuum ($10^{-5}$ Pa).

![Fig. 2. Picture of the black body (left) and top view of the calibration experiment (right)](image)

Fig. 2. Picture of the black body (left) and top view of the calibration experiment (right)

![Fig. 3. Calibration curve under vacuum: comparison between dynamic measurements (line) and values taken at saturation (circles).](image)
2.2.1 Calibration with thin samples

It is known that the energy transferred during interaction of particles with a surface widely depends on the surface characteristics (chemical composition, morphology etc.). It is thus of particular relevance to perform heat flux measurements on true samples.

The calibration curve plotted in figure 3 was recorded on the bare HFM surface. When a sample is placed in front of the HFM, assumption has to be made on its surface temperature in order to find the relationship between the HFM signal and the corresponding radiative heat flux at the sample surface. In a first approach to determine the real surface temperature, a 1D conduction model of a radiatively heated thin solid is computed using SCILAB®. We demonstrate that the temperature difference between front and back faces of 0.5mm thin solids does not exceed \(5 \times 10^{-3} K\) for both, Si and Cu samples. Secondly a 3D conduction simulation of the process is performed with COMSOL multiphysics to compute temperature and heat flux fields over the whole sample. The main studied parameter is the thermal contact resistance \(R_{\text{ctc}}\) appearing between the sample and the HFM [7]. Two important points are particularly detailed: the time for samples to be at thermal steady state and the heat flux values.

As explained above before the calibration procedure consists in heating the black body at different temperatures with different voltages and evaluating the radiative heat flux density using the Stefan law [6]

\[
\phi_{\text{BB/HFM}} = \sigma (\alpha_{\text{HFM}} \varepsilon_{\text{BB}} T_{\text{BB}}^4 - \alpha_{\text{BB}} \varepsilon_{\text{HFM}} T_{\text{HFM}}^4)
\]  

(1)

\(T, \alpha, \varepsilon\) are respectively the absolute temperature, absorptivity and emissivity of the black body (BB) and the HFM microsensor (HFM). \(\sigma\) is the stefan-boltzmann coefficient and \(\phi\) the flux density of the radiative heat transfer.

The corresponding HFM voltage is displayed on the nanovoltmeter while the BB temperature increases. In case of bare HFM sensor, absorption and emission coefficients are assumed to be unity since the active surface is black painted [8]. However absorptivity and emissivity must be adjusted when a sample is fixed against the HFM probe. The view factor is set equal to 1 because of the short distance between the blackbody and the fluxmeter and because their active areas are similar. The net radiative heat flux density exchanged between a blackbody and a grey surface is deduced from the following expression [6]

\[
\phi_{\text{BB/sample}} = \sigma \varepsilon_{\text{S}} (T_{\text{BB}}^4 - T_{\text{S}}^4)
\]

(2)

\(S\) label stands for sample surface

Samples are thin solids of copper and (001)-silicon of 15×15 mm\(^2\) surface and 0.5 mm thickness (e). The former is frosted in order to remove the major part of the oxide layer whereas silicon has no particular treatment. The thermo-physical properties used in our calculations are summarized in table 1:

<table>
<thead>
<tr>
<th></th>
<th>Density (\rho) (kg.m(^{-3}))</th>
<th>Surface emissivity (\varepsilon_g)</th>
<th>Thermal conductivity (\lambda) (W.m(^{-1}).K(^{-1}))</th>
<th>Heat capacity (C_v) (J.Kg(^{-1}).K(^{-1}))</th>
</tr>
</thead>
<tbody>
<tr>
<td>Copper</td>
<td>8960</td>
<td>0.1</td>
<td>385</td>
<td>385</td>
</tr>
<tr>
<td>Silicon</td>
<td>2330</td>
<td>0.65</td>
<td>120</td>
<td>740</td>
</tr>
</tbody>
</table>

Table 1. Thermo-physical properties of Cu and Si at low temperatures
Thermal properties of samples are extracted from values provided in literature [7]. Taking into account their temperature dependence, these values were extrapolated for room temperature of sample surfaces.

HFM voltage is plotted versus time in figure 4. The blackbody temperatures given in the legends correspond to the thermal equilibrium with the HFM or the sample if it is present. On this figure, it is clearly seen that the HFM voltage at saturation, i.e. the heat flux density, is different depending on both the BB temperature and the sample nature. Furthermore, for a given BB temperature, the HFM voltage is related to the presence of a sample in front of its surface. This behaviour, that seems irrational at first glance, can be explained by the difference in collecting areas with or without sample. As a matter of fact, the microsensor active area is only 28.3 mm$^2$ whereas the collecting one in presence of a sample is 225 mm$^2$. The difference between Si and Cu curves is mainly due to the emissivity ratio and is in agreement with the expected values.

The offsets, different from zero, indicates that heat flux is collected even at ambient temperature. This is explained by the radiative flux between the vessel at room temperature and the HFM at lower temperature (298 K).

Fig. 4. Experimental measurements of heat flux density ($V_{HFM}$) on the left and dynamic calibration curves on the right side with respect to the black body temperatures ($T_{BB}$) at low pressures ($\sim 10^{-5}$ Pa)

As explained above and according to the NIST calibration protocol, the calibration curves are also plotted on the right graph of figure 4. Thanks to the calibration line equations deduced from this graph, one can measure the heat flux density arriving on the HFM surface or on thin solid samples, whatever the nature of the heat source (collisions, radiation...). However these results have to be used with care since rough assumptions on the sample emissivity have been made (theoretical values). Moreover the sample surface temperature has been supposed to be the same as the cooled HFM, which might be not true in the present configuration of the system. In order to get more accurate results, sample surface temperature is estimated from the resolution of a 1-D heat balance.

### 2.2.2 1D Modelling of thin sample on HFM

At stationary state, the heat flux crossing a thin solid sample could roughly be supposed in equilibrium with the heat exchanged at the surface of the solid. Furthermore, no heat loss is considered through the lateral faces of the sample, which is surrounded by an insulator.
where \( S_{BB} \) stands for the surface radiated by the black body, \( T_b \) the temperature at the backside of the sample and \( S_m \) is an averaged surface smaller than \( S_{BB} \) but greater than the active area of the heat probe as shown in figure 5.

We have then to resolve a 4-order polynomial

\[
P_4(T_S) = \varepsilon \sigma S_{BB} T_S^4 + \frac{1}{c} \delta m T_S - (\varepsilon \sigma S_{BB} T_{BB}^4 + \frac{1}{c} \delta m T_b) = 0
\]

with \( T_{BB} = f(t) \) and \( T_b = T_{HFM} = 278.15K \)

The curves reported hereafter are results obtained when solving relation (4) with SCILAB code. The BB and HFM temperatures are the time dependent input data derived from experiments whereas the surface temperature of the sample is the unknown parameter. Note that its value is determined at saturation. The results presented in figure 5a demonstrate that the temperature \( T_S \) difference between the front and the back \( T_{HFM} \) side of the thin solid is of the order of \( 10^{-3} \) K for silicon and around \( 10^{-4} \) K for Cu samples. These values are so insignificant that the approximation made in previous chapter, stating \( T_S = T_{HFM} \) is justified.

![Scheme used for the 1D model](image1)

![Temperature difference](image2)

Fig. 5.a Scheme used for the 1D model (left) and temperature difference for Cu and Si obtained from 1-D model simulation (right).

![Sample fixation](image3)

Fig. 5.b Schematic view of the sample fixation of the HFM using a screw element.
However, it is important to notice that the model does not consider the existence of a thermal contact resistance between the HFM surface and the sample, since $T_b$ has been taken equal to $T_{HFM}$. Unfortunately, this contact may not be perfect. Thus, a 3-dimensional study of the problem is necessary to have the best approach of our system.

### 2.2.3 Full 3D modelling of thin sample on HFM

Our thermal system is simulated with COMSOL multiphysics. In fact, only the sample is built, whereas the heat fluxes and temperatures are given as boundary conditions. Since the thermal contact resistance is not directly accessible in the code, it is simulated as a particular convective boundary condition at the HFM/substrate interface, where the convective heat coefficient and the thermal contact resistance are related by the following equation:

$$ h = \frac{1}{R_{dc}} $$

<table>
<thead>
<tr>
<th>Boundaries</th>
<th>Heat flux density</th>
<th>Parameters</th>
</tr>
</thead>
<tbody>
<tr>
<td>Rarefied gas only</td>
<td>$\varphi = h_s((T + 2) - T)$</td>
<td>$h = 3.\beta, \sqrt{\frac{k_{B, \text{gas}} P_{\text{gas}}}{2\pi m_{\text{gas}} T^2}} W m^{-2}K^{-1}$ *</td>
</tr>
<tr>
<td>Cooling bath</td>
<td>$\varphi = \frac{1}{R_{dc}}(T_{HFM} - T)$</td>
<td>$T_{HFM} = 278.15 K$ ; $R_{dc} = 10^6, 10^{-1}...10^{-7} m^2KW^{-1}$</td>
</tr>
<tr>
<td>Black body radiated area</td>
<td>$\varphi = h_s(T + 3) - T + e.\sigma.(T_{BB}^4 - T^4)$</td>
<td>$T_{BB} = 373.15 K$</td>
</tr>
<tr>
<td>Screw cap presence</td>
<td>$\varphi = \frac{\lambda_{\text{cap}}}{e_{\text{cap}}}(T + 2) - T$</td>
<td>$\lambda_{\text{cap}} = 0.25 Wm^{-1}K^{-1}$ ; $e_{\text{cap}} = 3.10^{-3} mm$</td>
</tr>
<tr>
<td>Insulated areas</td>
<td>$\varphi = 0$</td>
<td>Either external boundaries or symmetry axis</td>
</tr>
</tbody>
</table>

* formula extracted from [9]

Table 2. Thermo-physical parameters used in this work

In the vicinity of the surface sample, the temperature of the rarefied gas is close to the solid one. To estimate the maximum heat loss from the surface, the gas temperature is here voluntarily increased by 2K or 3K, depending on how far the heat source (BB) is located. For the same reason, the screw cap temperature is also set at 2K over the solid surface one (fig. 5-b).
Owing to the plans of symmetry existing in the squared sample, the geometry of the problem has been reduced at one eighth for the sake of finer meshing and fast computer calculations. The whole boundaries conditions are summarized in Table 2.

As shown in Figure 6, the low temperature difference between the front and the back side of the thin sample ($\Delta T_{\text{sample}}$), already obtained from 1D model is confirmed in a full 3D modelling, whatever the thermal contact resistance value. Moreover, the temperature difference in silicon sample is found approximately ten times higher than in copper, again in good agreement with the 1D model.

One can also see on Figure 6 the effect of $R_{\text{cte}}$ on the delay to reach the steady state. As expected, the lower is the thermal contact resistance; the faster the equilibrium regime is reached. Note that the time expressed here could not be compared with the experiment one, which strongly depends on the blackbody inertia. In simulations, the blackbody temperature being immediately set at 373 K, the time evolution is only characteristic of the thermal response of the system (cooled HFM with sample).

![Graph showing temperature difference for Si and Cu at various thermal contact resistances](image)

**Fig. 6.** Difference of front and back temperatures for Si (left) and Cu (right), at various thermal contact resistances (in m²·K·W⁻¹) obtained from full 3D-model

The front ($T_S$) and the back ($T_b$) side temperatures of the sample presented in Figure 7 are strongly dependent on the thermal contact resistance. It is seen that the temperature of the surface sample may be different from that of the cooling bath i.e. 278 K, even for weak thermal contact resistances.

![Graph showing temperature time evolution](image)

**Fig. 7.** Simulation of the temperature time evolution at the back face of the sample for Si (left) and Cu (right) for several thermal contact resistances, from full 3D-modelling

Simulated heat flux reaching the fluxmeter is plotted in Figure 8. In the full 3D-computations, the heat fluxes are calculated for a black body radiating at 373 K. One could
easily notice that measured heat fluxes are close to the calculated ones. This result indicates that thermal contact resistance values are in the range 10^{-3} to 10^{-4} m^2.K.W^{-1}, which is in good agreement with values given in literature for solid-solid thermal contact resistances [6].

![Graph of heat flux over time for Si and Cu samples](image)

**Fig. 8.** Simulation of heat flux time evolution at the HFM surface for Si (left) and Cu (right) samples, at various thermal contact resistances (in m².K.W⁻¹), from full 3D-modelling

It is interesting to compare heat fluxes deduced from experimental curves with those calculated by 3D-simulations in similar conditions. This is summarized in table 3.

<table>
<thead>
<tr>
<th>Samples</th>
<th>T_BB (°C)</th>
<th>Experiments</th>
<th>3D simulations for T_BB = 373K</th>
</tr>
</thead>
<tbody>
<tr>
<td>Copper</td>
<td>363K</td>
<td>12.5 mW</td>
<td>13 mW 17 mW 17.5 mW</td>
</tr>
<tr>
<td></td>
<td>393K</td>
<td>16 mW</td>
<td></td>
</tr>
<tr>
<td>Silicon</td>
<td>363K</td>
<td>53 mW</td>
<td>21 mW 63 mW 74 mW</td>
</tr>
<tr>
<td></td>
<td>393K</td>
<td>92 mW</td>
<td></td>
</tr>
</tbody>
</table>

**Table 3.** Comparisons of measured and 3D simulated heat fluxes (values given for saturation states) for Cu and Si samples

### 2.3 Comparison with other heat flux probes

Since the 1960s many authors tested various techniques to measure the energy influx [10-12]. Results provided by the literature most often come from calculations based on temperature measurements [13, 14]. Among them, calorimetric probes, based on an original idea of Thornton [10], were successfully applied to plasma science [15-18]. Some sophisticated thermal probes have been developed [19-21], such as for example the one designed in the IEAP Kiel, which consists of a thermocouple brazed to a metal plate (substrate dummy). This probe has been used by Kersten et al to characterize many kinds of low pressure plasmas used for powder generation, space propulsion, PECVD, etc [17, 21].

Nevertheless, with this kind of probes, the total energy flux is always estimated a posteriori from thermograms recorded during the heating and cooling steps. Mathematical treatments are then employed to estimate the heat flux, which introduce systematic deviations. Moreover, with these kinds of probes, it is not possible to evidence transfer mechanisms of different kinetics such as transfer by collision (instantaneous) or transfer involving a heating step (IR emission). Detection of transient or small energetic contributions (several mWcm⁻²) could not be reasonably achieved.
To illustrate results that can be obtained by calorimetric probes and by the HFM, typical signals recorded in an RF argon discharge are presented in Fig. 9. Even if HFM measurements last about 100s, it is seen on the graph that a stabilized voltage is reached within several seconds. The corresponding energy influx value is directly deduced from the calibration curve. In the case of the calorimetric probe, the thermogram has to be recorded at least during 120s in order to be further treated by a software to calculate the influx. The offset value (close to 2.5 $\mu$V) observed on the HFM graph between two signals is due to radiative transfer between the chamber and the sensor kept at 298K. To determine the energy influx only due to the RF plasma, the voltage difference between the offset and the plasma-on signal has been taken into consideration.

Due to the sensitivity of the thermopile (thin film design) the noise on the HFM voltage signal is very low, even at low energy flux density values. Consequently, the corresponding energy influxes are determined with minor errors. In comparison, the signals obtained by the calorimetric probe for RF power less than 60W (e.g. energy influxes less than 35mWcm$^{-2}$) are rather noisy. This fact induces an additional source of error. The increase of the background temperature in this case may also lead to errors on the determination of the influx.

![Graphs](image)

**Fig. 9.** (a) Temporal evolution of the HFM voltage in an asymmetric RF discharge for different input powers, (b) temporal evolution of the temperature for the calorimetric probe in an asymmetric RF discharge for different input powers

Comparison that we have done in previous work has evidenced drawbacks and advantages of both sensors [22]. The main advantage of the calorimetric probe is its low cost, simplicity and sturdiness. It has been shown that this probe provides reliable results in high energy plasma processes as plasma jet, ion beam and magnetron discharge [3, 21, 23]. However, the energy influx evaluation method can cause errors of about 10%. The method also requires a certain acquisition time (seconds to minutes) which can be a problem for detecting low energy contributions or transient energy transfer processes. Thus, the calorimetric probe is a cheap and powerful tool for the measurements of total energy influxes when detection of fast transfer processes is not required.

The main HFM drawbacks are its high cost and fragility. High energy influxes can damage thermopile, but this problem has been solved by positioning a substrate (copper) foil in front of the sensor. The HFM is characterized by a very good time resolution which can even be increased by the ablation of the black coating (zynolithe) and the optimization of the
acquisition system. The HFM is an interesting tool to separate energetic contributions and detect low energy influxes. This will be illustrated in the examples given in the following sections.

3. Energy influxes involved in plasma surface interaction

The different contributions in the energy flux are detailed in a review article [3]. We explain the main contributions, which will be useful for the examples of measurements we present in the next sections.

The total power which is transferred at the surface of a material immersed in a plasma is the sum of the following energy fluxes:
- radiation flux $J_{\text{rad}}$ (plasma and reactor wall radiation)
- energy flux due charged particles $J_{\text{ch}}$ (electrons and ions)
- energy flux due to neutrals $J_{\text{n}}$ (gas conduction, metastable destruction at the surface ($J_{\text{met}}$), adsorbed species ($J_{\text{ads}}$), chemical reactions ($J_{\text{react}}$) and rapid neutrals).

The total power $P_{\text{in}}$ is given by:

$$ P_{\text{in}} = \int_A (J_{\text{rad}} + J_{\text{ch}} + J_{\text{n}}) \, dS \tag{6} $$

$A$ is the surface area of the sample interacting with the plasma.

3.1 Radiation

Heating by radiation can be due to reactor walls, which emit an IR radiation.

A part of the radiation flux $J_{\text{rad}}$ corresponds to direct radiation of the plasma by excited states of the different species.

The energy transfer contribution of the reactor walls is usually quite weak in classical reactors [3]. To evaluate the part due to plasma radiation, one can use the following expression [24]:

$$ J_{\text{rad},p} = \xi_{\text{ph}} j_{\text{ph}} E_{\text{ph}} $$

$\xi_{\text{ph}}$ is the absorption probability of the photon by the surface. It depends on the material. According to [14], $J_{\text{rad}}$ contribution remains of the order of 5 to 10 % of the total energy in a TCP discharge working at 100 W in Argon.

3.2 Electrical charges

In most of cases, charged particles ($J_{\text{ch}}$) represent the most significant contribution in the energy flux [3].

For positive ions, the kinetic energy acquired in the sheath, the recombination energy lost at the surface and the secondary electron emission have to be considered to evaluate their contribution in the energy transfer. One part only of the ion kinetic energy is transferred to the surface. To estimate the energy of the ions at the surface, their energy distribution function (IEDF) has to be determined. However, the maximum energy flux density can be estimated. It corresponds to the energy flux density, which would be transferred if no energy loss by collisions occurred in the sheath and if the whole ion energy (kinetic energy and recombination energy) was transferred to the surface without reemitting any secondary electrons or sputtered atoms. In the case of a non collisional sheath, ($\lambda > d_{\text{th}}$ : the mean free path of ions is greater than the sheath thickness), the energy flux is perpendicular to the
sheath. The Bohm criterium can be applied to estimate the incident ion flux, which is equal to the electron flux. The mean energy reaching the surface is equal to \(2k_B T_e\) (\(k_B\): Boltzmann constant and \(T_e\): Electron temperature) [24]. Hence, the maximal energy flux due to charged particles is given by [24, 14]:

\[
J_{\text{ion}} = 0.6 \, n_i \mu_B (2k_B T_e + \varepsilon(V_P - V_S) + E_{\text{rec}})
\]

\(n_i\): ion density
\(\mu_B\): Bohm velocity
\(T_e\): electron temperature
\(V_P\): plasma potential
\(V_S\): surface potential
\(E_{\text{rec}}\): recombination energy

3.3 Neutrals

Neutrals can contribute under different manners in the energy transfer from the plasma to the surface. First, they can transfer energy by thermal conduction. At low pressure, the power density \(\phi_{\text{cond}}\) from the plasma to the surface can be evaluated if we know the gas temperature. The « free molecule regime » can be applied if the mean free path of atoms is at least ten times greater than the sample dimensions [9]. In this case, the energy transfer linearly depends on pressure. The following expression (9) can be used to estimate the power density due to neutral conduction [9]:

\[
\phi_{\text{cond}} = \frac{2k_B}{\pi m_{\text{Ar}}} \frac{a P}{\sqrt{T_S}} (T_S - T_w)
\]

with \(k_B\): Boltzmann constant; \(m_{\text{Ar}}\): Argon mass (40 uma); \(a\): accommodation coefficient; \(P\): pressure (Pa); \(T_S\): gas temperature in K and \(T_w\): surface temperature in K.

The accommodation coefficient “\(a\)” has to be determined for Argon atoms bombarding the surface. The accommodation coefficient represents the atom thermalisation degree with the surface. It is defined by the following expression (10) [9]:

\[
a = \frac{E_i - E_r}{E_i - E_w} = \frac{T_i - T_r}{T_i - T_w}
\]

\(E_i\), \(E_r\) and \(E_w\) represent the energy of the incident, reflected and surface atoms respectively. “\(a\)” is equal to 1 if atoms completely thermalize with the surface after interaction. According to [14], the accommodation coefficient is equal to 0.86 for argon.

At higher pressure (eg. 10 Pa), the energy flux by conduction of neutrals can become more significant. In this case, formula (9) cannot be applied because the regime is no longer the free molecule regime, but rather in so called « temperature jump regime », which corresponds to an intermediate regime between the free molecule regime and the normal conduction [9]. Metastable neutrals can bring a significant energy when they deexcite at the surface. In fact, the energy of 1s\(_5\) and 1s\(_3\) argon metastable levels reaches about 11 eV, which is the order of magnitude of the kinetic energy of the ions impinging the surface when it is not biased.

The power density \(\phi^*\) due to metastables is given by the following expression (11) [5]:

\[
\phi^* = \xi^* N_m \sqrt{\frac{8k_B T_S}{\pi m_{\text{Ar}}} E_m}
\]

\(N_m\): number density of metastable argon atoms
\(E_m\): energy of metastable argon atoms
\(\xi^*\): correction factor
with $\xi^*$ the deexcitation probability; $N_m$ the metastable density, $E_m$ the metastable energy (11.74 eV for 1s$_3$ and 11.56 eV for 1s$_5$ in the case of argon metastables).

$\xi^*$ strongly depends on the surface itself. It can vary from 10$^{-5}$ (for ceramics or oxidized surfaces) to 0.1-1 (catalytic surfaces) [5]. In our estimation, we took a value equal to 1 to have the maximum value of the power density due to metastable recombination.

In deposition processes, physisorption and chimisorption can also bring a significant value in the total energy flux [3]. In some particular cases, sputtered neutrals can get significant energies (e.g. 30 eV [3]) and should be taken into account as it will be shown in section 6. Finally, at higher pressure, in collisional sheath regimes, charge transfer can occur and create rapid neutrals [3].

### 3.4 Surface reactions

Chemical reactions between radicals of the plasma and the surface can bring energy (exothermal reactions) or consume energy at the surface (endothermal reactions). For example, in the case of silicon etching in plasmas containing fluorin atoms, we obtain the following reaction:

$$\text{Si} + 4\text{F} \rightarrow \text{SiF}_4$$

It is a very exothermal reaction whose enthalpy is -1931 kJ.mol$^{-1}$ [24,25]. Determining the etch rate, one can easily estimate the energy flux due to chemical reactions $J_{\text{react}}$ which is given by:

$$J_{\text{react}} = \frac{\rho_{\text{Si}} v_g H_r}{M_{\text{Si}}}$$

$\rho_{\text{Si}}$ is the volumic mass of silicium.

$v_g$ is the etch rate

$H_r$: is the reaction enthalpy

$M_{\text{Si}}$: is the molar mass of silicium

An example of this contribution is presented in section 5.

### 4. Energy flux measurements in an Ar inductively coupled plasma

The HFM was directly submitted to an inductively coupled plasma of Argon. In this experiment, no substrate was mounted on the sensor. The HFM was left floating. Data were recorded by a sensitive nanovoltmeter as a function of time. The amount of energy influx due to the different species of the plasma was indirectly evaluated using other diagnostics (Langmuir probe, diode laser absorption, ...) which give plasma parameters such as ion density, electron temperature, gas temperature ...

In figures 10(a) and 10(b), we show respectively the obtained metastable temperature and the 1s$_5$ Ar metastable density versus RF power. Measurements were carried out by diode laser absorption experiments. Due to the large lifetime of the metastables, we assume they thermalize with other neutrals. Below 150 W, in capacitive regime, the gas remains at ambient temperature. Then, in inductive mode ($P > 100$ W), the gas temperature increases from about 400 K up to 600 K versus RF power. The change of regime is also observed in the metastable density curve (figure 10(b)). In capacitive mode, the 1s$_5$ metastable density increases versus power and reaches $7.10^9$ cm$^{-3}$. In inductive mode, the 1s$_5$ density reaches $9.10^9$ cm$^{-3}$ at 200 W, then, it decreases versus RF power while electron density rises.
Metastables are mainly destroyed by quenching with electrons especially in inductive mode where electron density significantly increases [4]. At 600 W, the $1s_5$ metastable density is about $3 \times 10^9$ cm$^{-3}$.

To summarize energy balances calculated from plasma diagnostic, we plotted in figure 11 three different curves:
- energy flux directly measured with the HFM
- calculated energy flux due to charged particles (indirect evaluation by Langmuir probe measurements)
- calculated energy flux due to charged particles, gas conduction and metastables (gas temperature and metastable densities given in figure 10 and energy flux calculated using equations 9, 10, 11).

![Figure 10](image1.png)

Fig. 10. (a) $1s_5$ metastable temperature versus RF power, (b) $1s_5$ metastable density versus RF power

![Figure 11](image2.png)

Fig. 11. Power density directly measured or estimated from energy balance versus RF power in an Ar Inductively coupled plasma
We concluded that, in our experimental conditions, most of the energy influx was due to ion bombardment. The contribution due to gas conduction corresponds to about 10% of the total power density while the energy flux due to metastable de-excitation at the surface was found negligible. From Figure 11, it is seen that the measured heat flux density behaviour vs RF power is in good agreement with the estimations. The values are, nevertheless different, which is attributed to the fact that measurements by Langmuir probe are not very accurate. An error of the order of a factor of two can be typically made in such measurements.

5. Energy flux in a SF₆ plasma interacting with silicon

As seen in section 3, a silicon surface submitted to a SF₆ plasma leads to very exothermal chemical reactions between fluorine radicals and silicon atoms at the surface. A measurement of the energy transfer due to these reactions was carried out by placing a silicon sample on the HFM and by submitting it to a SF₆ inductively coupled plasma (figure 12) [26].

![Diagram of the experimental setup](image_url)

Fig. 12. (a) Schematic of the experiment to evaluate directly the energy flux due to chemical reactions, (b) detail of the sample mounted on the HFM

In figure 13(a), we show the results we have obtained by alternating Ar plasmas and SF₆ plasmas when a silicon sample was mounted on the HFM. Whereas a low energy flux is measured in non-reactive atmosphere (in argon only physical interaction takes place), a high energy flux is obtained in SF₆ plasma due to chemical reactions. The energy flux as a function of the plasma source power is presented in figure 13(b) in different cases. It is clear that low values are obtained in the case of Argon plasma or when the sample is oxidized, which decreases significantly the etch rate.

The energy flux due to chemical reactions is clearly demonstrated by these measurements. The reaction enthalpy was estimated by using the expression (13). We found a rather good agreement between our evaluation (−2200 kJ.mol⁻¹) and the theoretic value (−1931 kJ.mol⁻¹) [26].
Fig. 13. (a) Time evolution of the HFM signal during an Ar plasma followed by a SF\textsubscript{6} plasma in interaction with a silicon sample for different source powers vs time. (b) Maximum energy flux density vs the source power density obtained for various plasma/substrate interactions (etching condition: SF\textsubscript{6}/Si; non-etching conditions: SF\textsubscript{6}/SiO\textsubscript{2}, Ar/SiO\textsubscript{2} and Ar/Si).

6. Measurements in deposition plasmas

The HFM was used to investigate different kinds of low pressure plasma deposition processes. First results were obtained for cathodic sputtering in an ICP argon plasma. In this experimental configuration, sputtering of the target is initiated by applying a bias voltage to a metal plate, and is independent from the creation of the RF plasma. This allows to separate the energetic contribution of the sputter-deposition process (SDP) from the sputtering plasma ones (see Figure 14).

Fig. 14. ICP reactor dedicated to measurements of energy influx in cathodic sputtering deposition process. A plasma is initiated in Ar gas independently from the sputtering process that takes place when the metal target is biased.
Thanks to the good sensitivity of the sensor, the very low contribution of condensing atoms (several mW/cm²) was successfully measured. A typical energy flux time evolution recorded during sputtering of iron is presented in Figure 15. This experiment consists of a sequence of six sputter-deposition steps, lasting 1 min each, with -200V bias voltage of the target. As soon as the plasma is turned on (t ≈ 700 s), the heat flux through the substrate surface increases sharply within 2 s. The plasma contribution (here of about 250mW.cm⁻²) has been studied in [4] and is due to energy transfer from charged particles, especially Ar ions. After this switching on step, the signal continues to increase until it reaches a steady state (at about 1600 s). This behaviour is attributed to the progressive heating of the reactor, inducing radiative transfer from the walls towards the substrate. This thermal contribution is detected by the HFM in addition to the plasma one. It is thus very easy, with the HFM, to separate this low kinetic contribution from the plasma and deposition ones. In Figure 15 (b), signals corresponding to the sputter-deposition steps are clearly evidenced. The evolution of the signal shape has been explained in reference [4]. What should be noted here is that the sputter-deposition energetic contribution (blue arrows) can easily be determined and that the measurement is reproducible.

![Fig. 15. Fe sputter deposition at -200V target bias, in 0.5 Pa and 400W argon plasma, (a) Energy flux measurements, (b) zoom of the figure showing the 1 min sputter-deposition. The energetic contributions of Ar plasma and sputtered Fe atoms are clearly distinguished.](image)

From this kind of measurements, the energetic contribution of the sputter-deposition process can be studied and followed versus experimental parameters such gas pressure, accelerating voltage and RF Power. An example is given in Figure 16 in the case of Pt sputtering. A linear evolution is found for the energy brought by the SDP with respect to the Pt target bias voltage. Obviously, as the target voltage becomes more negative, the kinetic energy of Ar⁺ attracted by the target increases. This leads to a more efficient sputtering process. The metal atoms sputtered out of the target are thus more numerous. It has been shown that, in our experimental configuration, the mean kinetic energy of sputtered atoms only weakly depends on the energy of the incoming argon ions [15, 28, 29]. The increase of the deposition contribution is thus mainly due to a rise in the number of condensing atoms. Another contribution that can participate to the global SPD energy transfer is the one of the argon ions that are reflected by the target, neutralized and form fast neutrals. It can be predicted from simple calculations given for example in [15]. This contribution is also expected to increase with the negative bias voltage. The behaviour observed in figure 15 was thus expected.
In order to study the possible energy brought by fast neutrals, energy balances have been done taking into account the number of Ar ions bombarding the target (calculated from the ionic current), the sputtering and reflection mechanisms [15], and the transport until the substrate. Results are presented in Figure 17 for Pt and Mo.

The graphs in Fig. 17 clearly show that fast neutrals do not play the same role on the global energy transfer to the substrate depending on the sputtered metal. In the case of Pt, estimated contribution of neutrals is widely higher than the measured heat flux density, showing that the formalism of Drüsedau used in the calculation is not valid in this case. The very good agreement between measurements and calculated metal atom contribution indicates that the only energetic contribution comes from condensing Pt atoms. In the case of Mo, the evolution of HFM values shows that, at low target bias voltages, only metal atoms transfer energy to the substrate, whereas at higher voltages, fast neutrals participate to the global energy flux transfer.
In Figure 16, the target voltage corresponding to $\varphi_{\text{sput}} = 0$ is about 25V. Taking into account the plasma potential ($\approx 10$ V in our experimental conditions), the corresponding energy of the sputtering argon ions can be estimated to be 35 eV. It is interesting to compare this value with the sputtering threshold of Pt by Ar$^+$ given in the literature (25–30 eV) [30]. The good agreement between both values confirms that the energy transfer from metal sputtered atoms is the main contribution in the SDP of Pt.

By dividing the heat flux density by the estimated metal atom flux at the substrate, it is possible to calculate the energy deposited per atom, which is a parameter known to drive the thin film properties. This parameter is given in Figure 18 versus the target bias voltage.

![Graph showing energy deposited by condensing Pt atoms](image)

**Fig. 18.** Evolution of the energy deposited by condensing Pt atoms as a function of the target bias voltage.

It is seen from Figure 18 that the energy deposited per atom does not depend on the target bias voltage (in the investigated range). This is in agreement with what is reported in literature [31] and results of our calculations [28]. Indeed, in our ranges of experimental parameters, the kinetic energy of sputtered atoms depends on the gas pressure rather than on the target voltage. The value that can be deduced from the graph is 10.8 eV, which has to be compared to the energy which a Pt atom may release at the substrate surface. Pt atoms carry a kinetic energy estimated to 4.9 eV in the present conditions (0.5 Pa, 10 cm from the target) and transfer their condensation energy, i.e. 5.3 eV, which gives 10.2 eV. The good agreement between calculated and measured values indicates that Pt atoms transfer their whole energy to the surface.

One can wonder if the same energy brought by different species would affects the thin film growth in the same manner. In order to study the role of the energetic vector, deposition of Pt thin films was performed at different locations in the reactor presented in Figure 14. The energetic contributions of both the Ar plasma and the condensing atoms vary. Both contributions are displayed versus the position in the reactor in figure 19. As already reported, in our conditions, the contribution of the plasma is widely higher than the SPD one.

Thin films were deposited at 3 cm and 18 cm from the target. They were analyzed by scanning electron microscopy (SEM) and Rutherford backscattering spectroscopy (RBS). Results are given in figure 20 and Table 4.
Fig. 19. Evolution of a) plasma and b) SPD energetic contributions versus the distance between the target and the substrate.

Fig. 20. SEM images of Pt thin films synthesized at 0.5 Pa, 400 W and -200 V target bias voltage; (a) and (b) target/substrate distance of 18 cm, 30 min deposition time; (c) and (d) target/substrate distance of 3 cm, 11 min 30 s deposition time.

Table 4. Results from SEM images and RBS. The thickness is determined from RBS results by assuming that the film density is the same as the bulk one. The comparison with the value measured on SEM images gives some insight into the film density.
It is seen from the results above that the Pt film synthesized close to the target (target/substrate distance of 3 cm) is denser and more compact than the one deposited 18 cm away. The energetic deposition conditions deduced from figure 18 are given below:

- distance of 3 cm: $\Delta \phi_{\text{plasma}} = 160 \text{ mW/cm}^2$ and $\Delta \phi_{\text{dep}} = 24 \text{ mW/cm}^2$
  \[ \Delta \phi_{\text{global}} = 184 \text{ mW/cm}^2 \]

- distance of 18 cm: $\Delta \phi_{\text{plasma}} = 300 \text{ mW/cm}^2$ and $\Delta \phi_{\text{dep}} = 8 \text{ mW/cm}^2$
  \[ \Delta \phi_{\text{global}} = 308 \text{ mW/cm}^2 \]

It is interesting to note that the global transferred energy is higher far from the target because the Ar plasma contains the most energy at this location. However, the obtained films exhibit low density, which is usually attributed to a growth process that takes place when low energy is available at the surface [20]. Indeed, our results show that the energetic contribution that drives the film characteristics is the energy deposited by the condensing atoms, which is higher at 3 cm. The fact that a minor contribution might play the major role had never been reported until now. This indicates that, as usually done, discussing film properties by only taking account the the most abundant species or the one that carries the more energy is not accurate.

7. Conclusions

We have shown that the plasma energy flux probe we have developed from a commercial sensor is a relevant and innovative plasma diagnostic. It is able to give direct measurement of the energy influx from the plasma to a surface. The sensor has to be calibrated following a rigorous procedure so that it can be used in low pressure plasmas. We have compared the values given by this sensor to the ones obtained using an other technique developed by colleagues from Kiel [17] and we found a very good agreement between both probes. The main advantages of this sensor rely on the fact that it has a very good time response (17 $\mu$s [5]) and that it does not need further data treatment, but gives directly the measured values in real time. This very good time resolution is obtained because of the very thin films, which form the thermopile. The sensitivity of this new sensor was tested in different experiments such as Argon plasma, silicon etching plasma and sputtering deposition plasmas. In all cases, it gave valuable information and measured values were in good agreement with estimations from indirect methods.

This sensor in its commercially available version is well adapted for measurements onto small samples (typically 1 cm²). However, we have shown that it is of particular importance to avoid all kinds of heat flux leaks. If a small thermal bridge is obtained by putting an additional mechanical piece on the sample (for example to fix it), then it will impact the measurement. This is why we decided to just stick the different samples to the sensor directly with a thermal paste.

We are now trying to improve the sensor to make it able to measure the energy flux in other conditions. For example, this sensor would be even more of interest for the plasma community if it could be biased. In this case, we would be able to enhance the ion bombardment and evaluate its impact on the energy influx.

This new method in determining the energy influx has opened new research perspectives in the plasma community, especially for materials processing.
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