1. Introduction

This chapter includes contributions to the theory of on-line training of artificial neural networks (ANN), considering the multilayer perceptrons (MLP) topology. By on-line training, we mean that the learning process is conducted while the signal processing is being executed by the system, i.e., the neural network continuously adjusts its free parameters from the variations in the incident signal in real time (Haykin, 1999).

An artificial neural network is a massively parallel distributed processor made up of simple processing units, which have a natural tendency to store experimental knowledge and make it available for use (Haykin, 1999). These units (also called neurons) are non-linear adaptable devices, although very simple in terms of computing power and memory. However, when linked, they have enormous potential for non-linear mappings. The learning algorithm is the procedure used to do the learning process, whose function is to modify the synaptic weights of the network in an orderly manner to achieve a desired goal of the project (Haykin, 1999).

Although initially used only in problems of pattern recognition and signal processing and image, today, the ANN are used to solve various problems in several areas of human knowledge.

An important feature of ANN is its ability to generalize, i.e., the ability of the network to provide answers in relation to standards unknown or not presented during the training phase. Among the factors that influence the generalization ability of ANN, we cite the network topology and the type of algorithm used to train the network.

The network topology refers to the number of inputs, outputs, number of layers, number of neurons per layer and activation function. From the work of Cybenko (1989), networks with the MLP topology had widespread use, because they possessed the characteristic of universal approximator of continuous functions. Basically, an MLP network is subdivided into the following layers: input layer, intermediate or hidden layer(s) and output layer. The operation of an MLP network is synchronous, i.e., given an input vector, it is propagated to the output by multiplying by the weights of each layer, applying the activation function (the model of each neuron of the network includes a non-linear activation function, being the non-linearity differentiable at any point) and propagating this value to the next layer until the output layer is reached.

Issues such as flexibility of the system to avoid biased solutions (under training) and, conversely, limiting the complexity of network topology, thus avoiding the variability of solutions...
(over-training), are inherent aspects to define the best topology for an MLP. This balance between bias and variance is known in the literature as “the dilemma between bias and variance” (German et al., 1992).

Several algorithms that seek to improve the generalization ability of MLP networks are proposed in the literature (Reed, 1993). Some algorithms use construction techniques, changing the network topology. That is, from a super-sized network already trained, methods of pruning are applied in order to determine the best topology considering the best balance between bias and variance. Other methods use restriction techniques of the weights values of MLP networks without changing the original topology. However, it is not always possible to measure the complexity of a problem, which makes the choice of network topology an empirical process.

Regarding the type of algorithm used for training MLP networks, the formulation of the backpropagation algorithm (BP) (Rumelhart et al., 1986) enabled the training of feedforward neural networks (FNN). The algorithm is based on the BP learning rule for error correction and can be viewed as a generalization of the least mean square algorithm (LMS) (Widrow & Hoff, 1960), also known as delta rule.

However, because the BP algorithm presents a slow convergence, dependent on initial conditions, and being able to stop the training process in regions of local minima where the gradients are zero, other methods of training appeared to correct or minimize these deficiencies, such as Momentum (Rumelhart et al., 1986), QuickProp (Fahlman, 1988), Rprop (Riedmiller & Braun, 1993), setting the learning rate (Silva & Almeida, 1990; Tollenaere, 1990), the conjugate gradient algorithm (Brent, 1991), the Levenberg-Marquardt algorithm (Hagan & Menhaj, 1994; Parisi et al., 1996), the fast learning algorithm based on the gradient descent in the space of neurons (Zhou & Si, 1998), the learning algorithm in real-time neural networks with exponential rate of convergence (Zhao, 1996), and recently a generalization of the BP algorithm, showing that the most common algorithms based on the BP algorithm are special cases of the presented algorithm (Yu et al., 2002).

However, despite the previously mentioned methods accelerating the convergence of network training, they cannot avoid areas of local minima (Yu et al., 2002), i.e., regions where the gradients are zero because the derivative of the activation function has a value of zero or near zero, even if the difference between the desired output and actual output of the neuron is different from zero.

Besides the problems mentioned above, it can be verified that the learning strategy of training algorithms based on the principle of backpropagation is not protected against external disturbances associated with excitation signals (Efe & Kaynak, 2000; 2001).

The high performance of variable structure system control (Itkis, 1976) in dealing with uncertainties and imprecision have motivated the use of the sliding mode control (SMC) (Utkin, 1978) in training ANN (Parma et al., 1998a). This approach was chosen for three reasons: because it is a well established theory, it allows for the adjustment of parameters (weights) of the network, and it allows an analytical study of the gains involved in training. Thus, the problem of the training of MLP networks is treated and solved as a problem of control, inheriting characteristics of robustness and convergence inherent in systems that use SMC.

The results presented in Efe & Kaynak (2000), Efe et al. (2000) have shown that the convergence properties of gradient-based training strategies widely used in ANN can be improved by utilizing the SMC approach. However, the method presented indirectly uses the Variable Structure Systems (VSS) theory. Some studies on the direct use of SMC strategy
are also reported in the literature. In Sira-Ramirez & Colina-Morles (1995) the zero-level set of the learning error variable in Adaline neural networks is regarded as a sliding surface in the space of learning parameters. A sliding mode trajectory can then be induced, in finite time, on such a desired sliding manifold. The proposed method was further extended in Yu et al. (1998) by introducing adaptive uncertainty bound dynamics of signals. In Topalov et al. (2003), Topalov & Kaynak (2003) the sliding mode strategy for the learning of analog Adaline networks, proposed by Sira-Ramirez & Colina-Morles (1995), was extended to a more general class of multilayer networks with a scalar output.

The first SMC learning algorithm for training multilayer perceptron (MLP) networks was proposed by Parma et al. (1998a). Besides the speed up achieved with the proposed algorithm, control theory is actually used to guide neural network learning as a system to be controlled. It also differs from the algorithms in Sira-Ramirez & Colina-Morles (1995), Yu et al. (1998) and Topalov et al. (2003), due to the use of separate sliding surfaces for each network layer. A comprehensive review of VSS and SMC can be seen in Hung et al. (1993), and a survey about the fusion of computationally intelligent methodologies and SMC can be found in Kaynak et al. (2001).

Although the methodology used by Parma et al. (1998a) makes it possible to determine the limits of parameters involved in the training of MLP networks, their complexity still makes it necessary to use heuristic methods to determine the most appropriate gain to be used in order to ensure the best network performance for a particular training.

In this chapter, an algorithm for on-line ANN training based on SMC is presented. The main feature of this procedure is the adaptability of the gain (learning rate), determined iteratively for every weight update, and obtained from only one sliding surface.

To evaluate the algorithm, simulations were performed considering two distinct applications: function approximation and a neural-based stator flux observer of an induction motor (IM). The network topology was defined according to the best possible response with the fewest number of neurons in the hidden layer without compromising the ability of network generalization. The network used in the simulations has only one hidden layer, differing in the number of neurons in this layer and the number of inputs and outputs of the network, which were chosen according to the application for the MLP.

2. The On-line adaptive MLP training algorithm

This section presents the algorithm with adaptive gain for on-line training MLP networks with multiple outputs that operates in quasi-sliding modes. The term “quasi-sliding regime” was introduced by Miloslavjevic (1985) to express the fact that the extension to the case of discrete time under the usual time for the continuous existence of a sliding regime, does not necessarily guarantee chattering around the sliding surface in the same way that it occurs in continuous time systems. Moreover, in Sarpturk et al. (1987) it was shown that the condition proposed by Miloslavjevic (1985) for the existence of a quasi-sliding mode could cause the system to become unstable. Now, let us specify how the quasi-sliding mode and the reaching condition are understood in this paper.

Definition 1. Let us define a quasi-sliding mode in the ε vicinity of a sliding hyperplane \( s(n) = 0 \) for a motion of the system such that

\[
|s(n)| \leq \varepsilon
\]

(1)

where the positive constant ε is called the quasi-sliding-mode band width (Bartoszewicz, 1998).
This definition is different from the one proposed in Gao et al. (1995) since it does not require the system state to cross the sliding plane \( s(n) = 0 \) in each successive control step. The convergence of the system state to the sliding surface can be analyzed considering the convergence of the series

\[
\sum_{n=1}^{\infty} s(n). \tag{2}
\]

If the convergence of the series is guaranteed, then the system state will converge, at least asymptotically, to the sliding surface \( s(n) = 0 \).

Consider Cauchy’s convergence principle (Kreyszig, 1993): The series \( s_1 + s_2 + \cdots + s_n \) converges if and only if, for a given value \( \epsilon \in \mathbb{R}^+ \), a value \( N \) can be found such that \( \sum_{n=1}^{\infty} |s(n + 1) + s_{n+2} + \cdots + s_{n+p}| < \epsilon \) for all \( n > N \). A series is absolutely convergent if:

\[
\sum_{n=1}^{\infty} |s(n)| \tag{3}
\]

is convergent. To study the convergence of the series given by (3) the ratio test is used (Butkov, 1968). Thus, it holds that:

\[
\left| \frac{s(n + 1)}{s(n)} \right| \leq Q < 1. \tag{4}
\]

**Definition 2.** It is said that the system state converges to a quasi-sliding regime in the vicinity \( \epsilon \) of a sliding surface \( s(n) = 0 \) if the following condition is satisfied:

\[
|s(n + 1)| < |s(n)|. \tag{5}
\]

**Remark:** From Definition 2, crossing the plane \( s(n) = 0 \) is allowed but not required.

**Theorem 1.** Let \( s(n) : \mathbb{R}^2 \rightarrow \mathbb{R} \), the sliding surface defined by \( s(n) = CX1(n) + X2(n) \), where \( \{C, X1(n)\} \in \mathbb{R}^+ \) and \( X2(n) \in \mathbb{R} \). If \( X1(n) = E(n) \), being \( E(n) = \frac{1}{2} \sum_{k=1}^{mL} e_k^2(n) \) defined as the instantaneous value of the total energy of the error of all the neurons of the output layer of an MLP, where \( e_k(n) = d_k(n) - y_k(n) \) is the error signal between the desired value and actual value at the output of the neuron \( k \) of the network output at iteration \( n \), \( mL \) is the number of neurons in the output layer of the network, and \( X2(n) = \frac{X1(n) - X1(n-1)}{T} \) is defined as the variation of \( X1(n) \) in a sample period of \( T \), then, for the current state \( s(n) \) to converge to a vicinity \( \epsilon \) of \( s(n) = 0 \), it is necessary and sufficient that the network meet the following:

\[
\text{sign}(s(n)) [C(X1(n + 1) - X1(n)) + X2(n + 1) - X2(n)] < 0 \quad \tag{6}
\]

\[
\text{sign}(s(n)) [C(X1(n + 1) + X1(n)) + X2(n + 1) + X2(n)] > 0, \quad \tag{7}
\]

being \( \text{sign}(s(n)) = \begin{cases} +1, & s(n) \geq 0 \\ -1, & s(n) < 0 \end{cases} \) the sign function of \( s(n) \).

**Proof:** Defining the absolute value of the sliding surface as follows

\[
|s(n)| = \text{sign}(s(n))s(n), \tag{8}
\]

then, from (5) it holds that

\[
|s(n + 1)| < |s(n)| \Rightarrow \text{sign}(s(n + 1))s(n + 1) < \text{sign}(s(n))s(n). \]
As \( \text{sign}(s(n))\text{sign}(s(n)) = 1 \), yields
\[
\text{sign}(s(n))|\text{sign}(s(n))\text{sign}(s(n + 1))s(n + 1) - s(n)| < 0.
\]
If \( \text{sign}(s(n + 1)) = \text{sign}(s(n)) \), then \( \text{sign}(s(n))[s(n + 1) - s(n)] < 0 \). Replacing the definition of \( s(n) \) as given by Theorem 1 yields
\[
\text{sign}(s(n)) [\text{CX}1(n + 1) + X2(n + 1) - (\text{CX}1(n) + X2(n))] < 0 \Rightarrow (6).
\]
If \( \text{sign}(s(n + 1)) = -\text{sign}(s(n)) \), then \( \text{sign}(s(n))[-s(n + 1) - s(n)] < 0 \). Replacing the definition of \( s(n) \) as given by Theorem 1 yields
\[
\text{sign}(s(n)) [\text{CX}1(n + 1) + X2(n + 1) + \text{CX}1(n) + X2(n)] > 0 \Rightarrow (7).
\]
To prove that the conditions of Theorem 1 are sufficient, two situations must be established:

- The sliding surface is not crossed during convergence. In this situation, it holds that
  \[
  \text{sign}(s(n + 1)) = \text{sign}(s(n)).
  \]
  Considering \( s(n) = \text{CX}1(n) + X2(n) \) and \( s(n + 1) = \text{CX}1(n + 1) + X2(n + 1) \), one can write (6) as
  \[
  \text{sign}(s(n))[s(n + 1) - s(n)] < 0 \Rightarrow \text{sign}(s(n + 1))s(n + 1) < \text{sign}(s(n))s(n),
  \]
  and using (8) yields \( |s(n + 1)| < |s(n)| \). The validity of (7) for this situation is trivial, i.e.:
  \[
  \text{sign}(s(n))[s(n + 1) + s(n)] = |s(n + 1)| + |s(n)| \Rightarrow (7).
  \]

- The sliding surface is crossed during convergence. Now, for this situation it holds that
  \[
  \text{sign}(s(n + 1)) = -\text{sign}(s(n)).
  \]
  Considering, again, \( s(n) = \text{CX}1(n) + X2(n) \) and \( s(n + 1) = \text{CX}1(n + 1) + X2(n + 1) \), one can write (7) as
  \[
  \text{sign}(s(n))[s(n + 1) + s(n)] > 0 \Rightarrow \text{sign}(s(n + 1))s(n + 1) < \text{sign}(s(n))s(n),
  \]
  and using (8) yields \( |s(n + 1)| < |s(n)| \). The validity of (6) for this situation is trivial too, i.e.:
  \[
  \text{sign}(s(n))[s(n + 1) - s(n)] = -|s(n + 1)| - |s(n)| \Rightarrow (6).
  \]

From Theorem 1, it can be verified that (6) is responsible for the existence of a quasi-sliding regime for \( s(n) = 0 \), while (7) ensures the convergence of the network state trajectories to a vicinity of the sliding surface \( s(n) = 0 \). One can also observe that the reference term from the sliding surface signal \( \text{sign}(s(n)) \) determines the external and internal limits of the range of convergence for the following expressions:

\[
\text{C}(\text{X}1(n + 1) - \text{X}1(n)) + \text{X}2(n + 1) - \text{X}2(n)
\]

\[
\text{C}(\text{X}1(n + 1) + \text{X}1(n)) + \text{X}2(n + 1) + \text{X}2(n).
\]

To study the convergence of the sliding surface \( s(n) = \text{CX}1(n) + X2(n) \), the decomposition of (9) and (10), with respect to a gain \( \eta \), is necessary in order to obtain a set of equations for these variables and, from the conditions defined by Theorem 1, to determine an interval in \( \mathbb{R} \) due to a gain \( \eta \), that can guarantee the convergence of the proposed method.
Theorem 2. Let \( s(n) : \mathbb{R}^2 \rightarrow \mathbb{R} \), the sliding surface defined by
\[
s(n) = CX_1(n) + X_2(n),\]
where \( \{C, X_1(n)\} \in \mathbb{R}^+ \) and \( X_2(n) \in \mathbb{R} \). If \( X_1(n) \), \( X_2(n) \) and \( T \) are defined as in Theorem 1, then, for the current state \( s(n) \) to converge to a vicinity \( \epsilon \) of \( s(n) = 0 \), it is necessary and sufficient that the network meets the following:
\[
\text{sign}(s(n)) \left[ c_1 \eta^2 + c_2 \eta - s(n) + CX_1(n) \right] < 0 \tag{11}
\]
\[
\text{sign}(s(n)) \left[ c_1 \eta^2 + c_2 \eta + s(n) + CX_1(n) \right] > 0, \tag{12}
\]
where \( \{c_1, c_2\} \in \mathbb{R} \). If the following restrictions are taken into account:
\[
c_1 > 0 \tag{13}
\]
\[
c_2 < 0 \tag{14}
\]
\[
\Delta = c_2^2 - 4c_1c_3 > 0, \tag{15}
\]
being \( c_3 = \left\{ -s(n) + CX_1(n), (in \ (11)) \right\} \) s\((n) + CX_1(n), (in \ (12)) \) then, the existence of a limited region for the gain \( \eta \) that satisfies both conditions for convergence is guaranteed.

Proof: Initially, consider that:
\[
X_1(n) = \frac{1}{2} \sum_{k=1}^{m_1} (d_k(n) - y_k(n))^2 = \frac{1}{2} \sum_{k=1}^{m_1} (d_k^2(n) - 2d_k(n)y_k(n) + y_k^2(n)), \tag{16}
\]
\[
X_1(n + 1) = \frac{1}{2} \sum_{k=1}^{m_1} (d_k^2(n + 1) - 2d_k(n + 1)y_k(n + 1) + y_k^2(n + 1)), \tag{17}
\]
\[
X_1(n - 1) = \frac{1}{2} \sum_{k=1}^{m_1} (d_k^2(n - 1) - 2d_k(n - 1)y_k(n - 1) + y_k^2(n - 1)), \tag{18}
\]
\[
X_2(n + 1) = \frac{X_1(n + 1) - X_1(n)}{T}. \tag{19}
\]
From (16), (17), (18), (19) and considering the definition of \( X_2(n) \) given by Theorem 1, one can derive the terms of (9) taking into account that \( d_k(n - 1) = d_k(n) = d_k(n + 1) = d_k \). Thus, it holds:
\[
C(X_1(n + 1) - X_1(n)) + X_2(n + 1) - X_2(n) =
\]
\[
C(X_1(n + 1) - X_1(n)) + \left( \frac{X_1(n + 1) - X_1(n)}{T} \right) - \left( \frac{X_1(n) - X_1(n - 1)}{T} \right) =
\]
\[
= \frac{1}{T} \left[ (TC + 1)X_1(n + 1) - (TC + 2)X_1(n) + X_1(n - 1) \right]
\]
\[
= \frac{1}{T} \left[ (TC + 1) \frac{1}{2} \sum_{k=1}^{m_1} (d_k^2 - 2d_ky_k(n + 1) + y_k^2(n + 1)) \right.
\]
\[
- (TC + 2) \frac{1}{2} \sum_{k=1}^{m_1} (d_k^2 - 2d_ky_k(n) + y_k^2(n)) + \frac{1}{2} \sum_{k=1}^{m_1} (d_k^2 - 2d_ky_k(n - 1) + y_k^2(n - 1)) \right]
\]
\[
= \frac{1}{T} \frac{1}{2} \sum_{k=1}^{m_1} \left[ TC(-2d_ky_k(n + 1) + y_k^2(n + 1) + 2d_ky_k(n) - y_k^2(n)) - 2d_ky_k(n + 1) \right.
\]
\[
+ y_k^2(n + 1) + 4d_ky_k(n) - 2y_k^2(n) - 2d_ky_k(n - 1) + y_k^2(n - 1) \right]. \tag{20}
\]
In the same way, it is possible to derive the terms of (10) taking into account the same considerations used to derive (9). Thus:

\[
C(X1(n + 1) + X1(n)) + X2(n + 1) + X2(n) = C(X1(n + 1) + X1(n)) + \left( \frac{X1(n+1) - X1(n)}{T} \right) + \left( \frac{X1(n) - X1(n-1)}{T} \right)
\]

\[
= \frac{1}{T} [(TC + 1)X1(n + 1) + TCX1(n) - X1(n - 1)]
\]

\[
= \frac{1}{T} \left[ (TC + 1) \frac{1}{2} \sum_{k=1}^{m_i} (d^2_k - 2d_ky_k(n + 1) + y^2_k(n + 1)) \right.
\]

\[
+ TC \frac{1}{2} \sum_{k=1}^{m_i} (d^2_k - 2d_ky_k(n) + y^2_k(n)) - \frac{1}{2} \sum_{k=1}^{m_i} (d^2_k - 2d_ky_k(n - 1) + y^2_k(n - 1)) \right]
\]

\[
= \frac{1}{T} \frac{1}{2} \sum_{k=1}^{m_i} \left[ TC(d^2_k - 2d_ky_k(n + 1) + y^2_k(n + 1)) + d^2_k - 2d_ky_k(n) + y^2_k(n) \right.
\]

\[
- 2d_ky_k(n + 1) + y^2_k(n + 1) - 2d_ky_k(n - 1) - y^2_k(n - 1) \right].
\]

From (20) and (21) one can identify the term \( y_k(n + 1) \) as the target variable from which it is possible to obtain the gain \( \eta \). Then, doing

\[
y_k(n + 1) = y_k(n) + c\eta,
\]

\[
y^2_k(n + 1) = y^2_k(n) + 2y_k(n)c\eta + (c\eta)^2,
\]

replacing (22), (23) in (20), (21), respectively, and considering \( e_k(n) = d_k - y_k(n) \), yields:

\[
\frac{1}{T} \frac{1}{2} \sum_{k=1}^{m_i} \left[ (TC + 1)c^2\eta^2 - 2(TC + 1)c e_k(n)\eta \right.
\]

\[
+ 2d_ky_k(n) - y^2_k(n) - 2d_ky_k(n - 1) + y^2_k(n - 1) \right] \quad (24)
\]

and

\[
\frac{1}{T} \frac{1}{2} \sum_{k=1}^{m_i} \left[ (TC + 1)c^2\eta^2 - 2(TC + 1)c e_k(n)\eta \right.
\]

\[
+ 2TC(d_k - y_k(n))^2 - 2d_ky_k(n) + y^2_k(n) + 2d_ky_k(n - 1) - y^2_k(n - 1) \right]. \quad (25)
\]

Finally, taking into account the result of \( X1(n) - X1(n - 1) \), one can obtain the conditions (11) and (12) defined in the Theorem 2, with the coefficients given by:

\[
c_1 = \frac{1}{2} \left( C + \frac{1}{T} \right) c^2
\]

\[
c_2 = - \left( C + \frac{1}{T} \right) \sum_{k=1}^{m_i} e_k(n)
\]
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To analyze the intervals of convergence limited by the conditions of (11) and (12) it is necessary to determine the limits of these intervals. It can be verified that the intervals of convergence are obtained from a parabola, the concavity of this parabola being determined by the value of $c_1$ (in this case, positive concavity, since $c_1 > 0$).

The general form for the quadratic equation related to the convergence conditions can be written as:

$$c_1 \eta^2 + c_2 \eta + c_3$$

where $c_3$ is the independent term. Considering the value of $\Delta = c_2^2 - 4c_1c_3$ and taking into account that $c_1 > 0$, the roots of (27) are given by:

$$\Delta = c_2^2 - 4|c_1|c_3.$$  \hspace{1cm} (28)

According to (28), the value of $\Delta$ is related to the signal and the module of the sliding surface $s(n)$. From these considerations, one can proceed with the following analysis:

- If $s(n) > 0$:
  
    (a) $c_1 \eta^2 + c_2 \eta - s(n) + CX1(n) < 0$
    
    (1) $|s(n)| > CX1(n) \Rightarrow c_3 < 0.$
    
    Roots: $\Delta = c_2^2 + 4|c_1||c_3| \Rightarrow \Delta > c_2^2$. Considering $\Delta = \frac{c_2^2 \xi_1^2}{2\xi_1}$, being $\xi_1 > 1$, the roots can be written as:
    
    $$\eta = -\frac{c_2}{2c_1} \pm \frac{c_2 \xi_1}{2c_1}$$  \hspace{1cm} (29)

    (2) $|s(n)| < CX1(n) \Rightarrow c_3 > 0.$
    
    Roots: $\Delta = c_2^2 - 4|c_1||c_3| \Rightarrow \Delta < c_2^2$. There are two possible variations for $\Delta$:
    
    1$^a)$ $0 < \Delta < c_2^2$: Considering $\Delta = \frac{c_2^2}{\xi_1^2}$, the roots can be written as:
    
    $$\eta = -\frac{c_2}{2c_1} \pm \frac{c_2}{2c_1 \xi_1}$$  \hspace{1cm} (30)

    2$^a)$ $\Delta \leq 0$: This condition is not considered because it does not meet the restriction (15).

  (b) $c_1 \eta^2 + c_2 \eta + s(n) + CX1(n) > 0$ Roots: $\Delta = c_2^2 - 4|c_1||c_3| \Rightarrow \Delta < c_2^2$. There are two possible variations for $\Delta$:
    
    1$^a)$ $0 < \Delta < c_2^2$: Considering $\Delta = \frac{c_2^2}{\xi_2^2}$, being $\xi_2 > \xi_1$, the roots can be written as:
    
    $$\eta = -\frac{c_2}{2c_1} \pm \frac{c_2}{2c_1 \xi_2}$$  \hspace{1cm} (31)

    2$^a)$ $\Delta \leq 0$: This condition is not considered because it does not meet the restriction (15).
From (29), (30) and (31) the following relationship can be established:
\[
\left| \frac{c_2}{2c_1^2} \right| < \left| \frac{c_2}{2c_1^2} \right| < \left| \frac{c_2^2}{2c_1} \right|. \tag{32}
\]

Considering \((-\frac{c_2}{2c_1})\) as the center point of convergence intervals and observing (32), a diagram can be drawn identifying, in bold, the intervals of convergence for \(s(n) > 0\). In (30), (31) and (35), the existence of positive real roots is conditioned by
\[
|s(n)| < CX1(n) \Rightarrow c_3 > 0.
\]

- If \(s(n) < 0\):
  1) \(c_1\eta^2 + c_2\eta - s(n) + CX1(n) < 0 \Rightarrow c_1\eta^2 + c_2\eta - s(n) + CX1(n) < 0\)
  Roots: \(\Delta = c_2^2 - 4|c_1||c_3| \Rightarrow \Delta < c_2^2\). There are two possible variations for \(\Delta\):
    1a) \(0 < \Delta < c_2^2\). Considering \(\Delta = c_2^2\), the roots can be written as:
    \[
    \eta = -\frac{c_2}{2c_1} \pm \left| \frac{c_2 c_1}{2c_1^2} \right| \tag{33}
    \]
  2a) \(\Delta \leq 0\): This condition is not considered because it does not meet the restriction (15).
  2b) \(c_1\eta^2 + c_2\eta - s(n) + CX1(n) < 0 \Rightarrow c_1\eta^2 + c_2\eta - s(n) + CX1(n) < 0\)
    (1) \(|s(n)| > CX1(n) \Rightarrow c_3 < 0\).
    Roots: \(\Delta = c_2^2 - 4|c_1||c_3| \Rightarrow \Delta < c_2^2\). There are two possible variations for \(\Delta\):
    1a) \(0 < \Delta < c_2^2\). Considering \(\Delta = c_2^2\), the roots can be written as:
    \[
    \eta = -\frac{c_2}{2c_1} \pm \left| \frac{c_2 c_1}{2c_1^2} \right| \tag{34}
    \]
    2a) \(\Delta \leq 0\): This condition is not considered because it does not meet the restriction (15).
    (2) \(|s(n)| < CX1(n) \Rightarrow c_3 > 0\)
    Roots: \(\Delta = c_2^2 - 4|c_1||c_3| \Rightarrow \Delta < c_2^2\). There are two possible variations for \(\Delta\):
    1a) \(0 < \Delta < c_2^2\). Considering \(\Delta = c_2^2\), the roots can be written as:
    \[
    \eta = -\frac{c_2}{2c_1} \pm \left| \frac{c_2 c_1}{2c_1^2} \right| \tag{35}
    \]
  \(\Delta \leq 0\): This condition is not considered because it does not meet the restriction (15).

From (33), (34) and (35), it can be established the same relationship defined in (32) and, therefore, the diagram can be drawn identifying, in bold, the intervals of convergence for \(s(n) < 0\), as shown in Figure 1.

Remark: The Theorem 2 guarantees the existence of real intervals for the gain \(\eta\) to satisfy the convergence conditions. However, the Theorem 2 does not guarantee, directly, the existence of a positive interval for the gain \(\eta\). Both for \(s(n) > 0\) and \(s(n) < 0\), it is assured that at least one positive real root exists, which reinforces the existence of a positive interval for \(\eta\). In (30), (31), (33) and (35), the existence of positive real roots is conditioned by \(-\frac{c_2}{2c_1} > 0\). As \(c_1 > 0\), the condition is: \(-c_2 > 0 \Rightarrow c_2 < 0\), which can be easily verified from the application of the methodology developed in a two-layer MLP.
Once $s(n)$ is related to the network topology used, to verify the existence of a positive interval for the gain $\eta$, it is necessary to analyze the behavior of convergence conditions for the linear perceptron, the nonlinear perceptron and the two-layer MLP network with linear output. The choice of an MLP network topology was made in order to make the calculations involved in determining the network response to a stimulus simpler, yet still effective.

2.1 Determination of $\eta$ for the linear perceptron

Let the output, at discrete-time $n$, of a neuron perceptron with linear activation function be given by:

$$y(n) = \sum_{j=1}^{m_0} w_j(n)x_j(n),$$

(36)

where $m_0$ is the number of inputs of the neuron. The analysis for the determination of the intervals for the gain $\eta$ is performed for each input pattern of the neuron.

The output of the neuron at time $n+1$ is given by:

$$y(n+1) = y(n) + \Delta y(n) = y(n) + \sum_{j=1}^{m_0} \Delta w_j(n)x_j(n).$$

(37)

To calculate (37), it is necessary to determine $\Delta w_j(n)$, which represents the adjustment of the weights of the perceptron at time $n$. An immediate expression can be obtained from the Delta rule, which gives rise to the LMS algorithm or learning algorithm of gradient descent. Thus, it yields:

$$\Delta w_j(n) = -\eta \frac{\partial E(n)}{\partial w_j(n)} = -\eta \frac{1}{2} (d(n) - y(n))(\frac{\partial y(n)}{\partial w_j(n)})(-1) = \eta e(n)x_j(n).$$

(38)
Once $\Delta w_j(n)$ is set, $y(n + 1)$ can then be calculated as follows:

$$y(n + 1) = y(n) + e(n) \sum_{j=1}^{m_0} x_j^2(n) \eta = y(n) + c \eta. \quad (39)$$

Therefore, using (39) and considering $c = e(n) \sum_{j=1}^{m_0} x_j^2(n)$, the expressions for the coefficients $c_1, c_2$ and $c_3$ of (26) can be obtained:

$$c_1 = \frac{1}{2} \left( C + \frac{1}{T} \right) e^2 = \frac{1}{2} \left( C + \frac{1}{T} \right) e^2(n) \left( \sum_{j=1}^{m_0} x_j^2(n) \right)^2$$

$$c_2 = - \left( C + \frac{1}{T} \right) ce(n) = - \left( C + \frac{1}{T} \right) e^2(n) \sum_{j=1}^{m_0} x_j^2(n)$$

$$c_3 = \begin{cases} -s(n) + CX1(n), & \text{in (11)} \\ s(n) + CX1(n), & \text{in (12)}. \end{cases} \quad (40)$$

After determining the coefficients $c_1, c_2$ and $c_3$, the Theorem 2 can be applied to determine the intervals of convergence for the gain $\eta$.

### 2.2 Determination of $\eta$ for the non-linear perceptron

The output characteristic of this type of neuron is given by:

$$y(n) = \varphi \left( \sum_{j=1}^{m_0} w_j(n) x_j(n) \right), \quad (41)$$

where $\varphi(\cdot)$ is the neuron activation function, continuous and differentiable.

The approach used to determine the neuron output is an approximation of the activation function through its decomposition into a Taylor series, instead of propagating the output signal of the neuron using the inverse of activation function. This approach was chosen because the first terms of the Taylor series provide a significant simplification and mathematical cost reduction for the definition of the intervals of convergence, yet limit the ability of approximating the function to regions close to the point of interest.

Let the output, at time $n$, of a neuron perceptron with non-linear activation function be given by (41). The output of the neuron at time $n + 1$ can be written as:

$$y(n + 1) = y(n) + \Delta y(n) = y(n) + \varphi \left( \sum_{j=1}^{m_0} \Delta w_j(n) x_j(n) \right). \quad (42)$$

Applying the decomposition of the first-order Taylor series in (42), yields:

$$y(n + 1) = y(n) + \tilde{y}(n) \sum_{j=1}^{m_0} \Delta w_j(n) x_j(n), \quad (43)$$
where \[ \left| \sum_{j=1}^{m_0} \Delta w_j(n)x_j(n) \right| \leq \xi. \] Using (38) for the variation of weights at time \( n \), it is possible to define an interval for the gain \( \eta \) related to the first-order Taylor series:

\[ \eta \leq \frac{\xi}{e(n) \sum_{j=1}^{m_0} x_j^2(n)}. \] (44)

It can be verified that (44) limits the interval of the gain \( \eta \) in accordance with the desired accuracy (\( \xi \)) for the approximation of the activation function of the neuron. Rewriting (43) it follows that:

\[ y(n + 1) = y(n) + \hat{y}(n)e(n) \sum_{j=1}^{m_0} x_j^2(n) \eta \]

\[ = y(n) + c \eta. \] (45)

Therefore, using (45) and considering \( c = \hat{y}(n)e(n) \sum_{j=1}^{m_0} x_j^2(n) \), the expressions for the coefficients \( c_1, c_2 \) and \( c_3 \) of (26) can be obtained:

\[ c_1 = \frac{1}{2} \left( C + \frac{1}{T} \right) c^2 = \frac{1}{2} \left( C + \frac{1}{T} \right) \hat{y}^2(n)e^2(n) \left( \sum_{j=1}^{m_0} x_j^2(n) \right)^2 \]

\[ c_2 = - \left( C + \frac{1}{T} \right) ce(n) = - \left( C + \frac{1}{T} \right) \hat{y}(n)e^2(n) \sum_{j=1}^{m_0} x_j^2(n) \]

\[ c_3 = \begin{cases} -s(n) + CX1(n), \ (\text{in } (11)) \\ s(n) + CX1(n), \ (\text{in } (12)). \end{cases} \] (46)

After determining the coefficients \( c_1, c_2, c_3 \), observing the limits imposed by the Taylor series decomposition, the Theorem 2 can be applied to determine the intervals of convergence for the gain \( \eta \).

### 2.3 Determination of \( \eta \) for two-layer MLP network

Let the linear output of the \( k \)-th neuron of a two-layer MLP network related to an output vector \( x(n) \) be:

\[ y_{2k}(n) = \sum_{j=1}^{m_1+1} w_{2kj}(n)y_{1j}(n) = \sum_{j=1}^{m_1+1} w_{2kj}(n) \phi \left( \sum_{i=1}^{m_0} w_{1ji}(n)x_i(n) \right). \]

Due to the existence of two layers, one must do the study of the interval of convergence for the output layer and hidden layer separately. Thus, it follows:

- **Output layer**: Considering only the weights of the output layer as the parameters of interest, the output \( k \) at time \( n \) of an MLP network with linear output is given by:

\[ y_{2k}(n) = \sum_{j=1}^{m_1+1} w_{2kj}(n)y_{1j}(n). \] (47)

Assuming that the adjustment of weights is performed initially only in the weights of the output layer, (47) can be compared to (36) for the linear perceptron. In this case, the inputs
of neuron $k$ correspond to the output vector of neurons in the hidden layer (plus the bias term) after the activation function, $y_{1}(n)$, and the weights, for the vector $w_{2k}(n)$. The coefficients $c_{1}$, $c_{2}$ and $c_{3}$ are obtained from the use of the equations for the linear neuron by applying the analysis to the network with multiple outputs. Thus, the coefficients of the quadratic equation associated with the convergence conditions are defined as:

$$c_{1} = \frac{1}{2} \left( C + \frac{1}{T} \right) \sum_{k=1}^{m_{2}} \left[ e_{k}^{2}(n) \left( \sum_{j=1}^{m_{1}+1} y_{1j}^{2}(n) \right) \right]^{2}$$

$$c_{2} = - \left( C + \frac{1}{T} \right) \sum_{k=1}^{m_{2}} \left[ e_{k}^{2}(n) \left( \sum_{j=1}^{m_{1}+1} y_{1j}^{2}(n) \right) \right]$$

$$c_{3} = \begin{cases} -s(n) + CX1(n), \text{ (in (11))} \\ s(n) + CX1(n), \text{ (in (12)).} \end{cases}$$

(48)

- **Hidden layer:** Now, we consider the adjustment of the weights of the hidden layer, $W_{1}(n)$. For this, the weights of the output layer are kept constant. Therefore, the $k$-th neuron of the MLP network with two layers with linear output is given by:

$$y_{2k}(n) = \sum_{j=1}^{m_{1}+1} w_{2kj}(n) \varphi \left( \sum_{j=1}^{m_{0}} w_{1ji}(n)x_{i}(n) \right).$$

(49)

The output at time $n + 1$ is given by:

$$y_{2k}(n + 1) = y_{2k}(n) + \Delta y_{2k}(n) = y_{2k}(n) + \sum_{j=1}^{m_{1}+1} w_{2kj}(n) \varphi \left( \sum_{i=1}^{m_{0}} \Delta w_{1ji}(n)x_{i}(n) \right).$$

(50)

Applying in (50) the decomposition of the first order Taylor series, we obtain:

$$y_{2k}(n + 1) = y_{2k}(n) + y_{2k}(n) \sum_{j=1}^{m_{1}+1} w_{2kj}(n) \sum_{i=1}^{m_{0}} \Delta w_{1ji}(n)x_{i}(n),$$

(51)

where $\left| \sum_{i=1}^{m_{0}} \Delta w_{1ji}(n)x_{i}(n) \right| \leq \xi$. It is possible to use (38) for the variation of weights at time $n$. However, for the hidden layer, there is not a desired response specified for the neurons in this layer. Consequently, an error signal for a hidden neuron is determined recursively in terms of the error signals of all neurons for which the hidden neuron is directly connected, i.e., $\Delta w_{1ji}(n) = \eta \sum_{k=1}^{m_{2}} e_{k}(n)w_{2kj}(n)x_{i}(n)$. From the expression of $\Delta w_{1ji}(n)$ it is possible to define an interval for the gain $\eta$ of the Taylor series decomposition:

$$\eta \leq \frac{\xi}{\sum_{k=1}^{m_{2}} e_{k}(n)w_{2kj}(n) \sum_{i=1}^{m_{0}} x_{i}^{2}(n)}. $$

(52)

Although (52) is assigned to a single neuron, the limit for the gain $\eta$ must be defined in terms of the whole network, choosing the lower limit associated with a network of neurons. Decomposing (51) yields:

$$y_{2k}(n + 1) = y_{2k}(n) + \sum_{j=1}^{m_{1}+1} \sum_{k=1}^{m_{2}} e_{k}(n)w_{2kj}(n) \sum_{i=1}^{m_{0}} x_{i}^{2}(n) \eta,$$

(53)
Therefore, using (53) and considering 
\[ c = \dot{y}_2^k(n) \sum_{j=1}^{m_1+1} \sum_{k=1}^{m_2} c_k(n) w_{2j}^k(n) \sum_{i=1}^{m_0} x_i^2(n), \]
the coefficients \( c_1, c_2, c_3 \) can be obtained as follows:

\[
\begin{align*}
    c_1 &= \frac{1}{2} \left( C + \frac{1}{T} \right) \sum_{k=1}^{m_2} \left[ \dot{y}_2^k(n) \sum_{j=1}^{m_1+1} \sum_{k=1}^{m_2} c_k^2(n) \left( w_{2j}^k(n) \right)^2 \left( \sum_{i=1}^{m_0} x_i^2(n) \right)^2 \right] \\
    c_2 &= - \left( C + \frac{1}{T} \right) \sum_{k=1}^{m_2} \left\{ y_2^k(n) \sum_{j=1}^{m_1+1} \sum_{k=1}^{m_2} c_k^2(n) w_{2j}^k(n) \sum_{i=1}^{m_0} x_i^2(n) \right\} \\
    c_3 &= \begin{cases} 
        -s(n) + C X_1(n), & \text{ (in (11))} \\
        s(n) + C X_1(n), & \text{ (in (12))} 
    \end{cases}
\end{align*}
\] (54)

Thus, from the coefficients obtained in (48) and (54), the Theorem 2 can be apply, with the final interval for the gain \( \eta \) determined by the intersection of the intervals defined by convergence equations obtained for the hidden layer and the output layer, observing the limit imposed by the Taylor series decomposition. It should be noted also that, in (48) and (54), the coefficients \( c_1, c_2, c_3 \) are dependent on \( C \) e \( T \). This implies that, for the determination of \( C \), the sampling period should be taken into account.

3. Simulation results

This section shows the results obtained from simulations of the algorithm presented in Section 2. The simulations are performed considering two distinct applications. In Section 3.1 the proposed algorithm is used in the approximation of a sine function. Then, in Section 3.2, the proposed algorithm is used for observation of the stator flux of the induction motor.

3.1 On-line function approximation

This section presents the simulation results of applying the proposed algorithm for the learning real-time function \( f(t) = e^{-t} \sin(3t) \). The following parameters were considered for the simulations: integration step = 10\( \mu \)s; simulation time = 2s; sampling period = 250\( \mu \)s. The same simulations were also performed considering the standard BP algorithm (Rumelhart et al., 1986), the algorithm proposed by Topalov et al. (2003), and two algorithms for real-time training provided by (Parma et al., 1999a;b). For these algorithms, the training gains (learning rates) were chosen in order to obtain the best result, using the same initial conditions for each of the algorithms simulated.

The network topology used in the simulation of the algorithms was as follows: an input, 5 neurons in the hidden layer and one neuron in the output. The size of the hidden layer of the MLP was defined according to the best possible response with the fewest number of neurons. The hyperbolic tangent function was used as the activation function for the hidden layer neurons. This same function was also used as the activation function for the neuron of the output layer in the standard BP algorithm and on the two algorithms proposed by (Parma et al., 1999a;b). For the algorithm presented in this paper and that proposed by Topalov et al. (2003), the linear output for the neuron of the output layer was used.

The simulation results of the proposed algorithm are shown in Figure 2. For the confidence interval, \( \xi = 1.5 \) was used to approximate the hyperbolic tangent function using the first-order Taylor series.
In the simulation, the value of 10,000 was adopted for the parameter $C$. The function $f(t)$ is shown dashed while the output of ANN is shown in continuous line. The graph of the approximation error for the sine function considered, the behavior of the sliding surface $s(n)$, and the training gains obtained from the proposed algorithm during the simulation time are also presented.

The fact that the proposed algorithm uses the gradient of error function with respect to weights, causes oscillations in the learning process, implying the need for high gains for the network training. These oscillations are also felt in the behavior of the sliding surface, as can be seen in the graph (c) of Figure 2.

Figure 3 shows the simulation results of the algorithms proposed by Parma et al. (1999a; b) and Topalov et al. (2003).

The coefficients and the gains of the algorithms were adjusted by obtaining the following values: 1st Parma algorithm - $C_1=C_2=10000$, $\eta_1=3000$, $\eta_2=10$; 2nd Parma algorithm - $C_1=C_2=10000$, $\eta_1=200$, $\eta_2=100$; Topalov algorithm - $\eta=10$. These three algorithms presented similar results, especially considering the time needed to reach the sine function, which is much smaller compared with the algorithm proposed in this paper. The proposed algorithm uses a gain adjustment which penalizes the reach time of the function $f(t)$.
hand, if the errors of function approximation are compared, the proposed algorithm has better performance.

Finally, Figure 4 shows the results obtained using the standard BP algorithm. The adjusted values of gain for the hidden and output layers were, respectively, $\eta_1=102$ e $\eta_2=12$.

As can be easily verified, the standard algorithm BP had the highest error in the approximation of the considered function. This performance was expected for the various reasons outlined
The results of this algorithm were presented as a reference, since this algorithm is the oldest of the simulated algorithms.

### 3.2 Induction motor stator flux neural Observer

Considering the IM drives, the correct estimation of the flux, either the stator, rotor and mutual, is the key to the successful implementation of any vector control strategy (Holtz & Quan, 2003). The observation, in turn, is a closed loop estimation, which employs, in addition to the input signals, a feedback signal, obtained from the system output signals and the process model. An important requirement for using an ANN for observing the motor flux, is that training should be done on-line. This approach allows a continuous adjustment of the network weights according to the requirements of the system in which the network operates, in this case, the IM. Figure 5 presents the simulation results of applying the proposed algorithm for training a neural network used as an IM stator flux observer. The following variables were considered: stator flux module (stator flux IM versus neural flux observer), electromagnetic torque and motor speed. The IM was submitted to the following transients: 1) start up and speed reversion with no load; 2) loading and unloading (constant torque) the motor at constant speed.

The IM flux can be estimated directly from the voltage equation given by (Novotny & Lipo, 1996):

\[
v_s = R_s i_s + \frac{d\lambda_s}{dt} \Rightarrow \\
\lambda_s = \int (v_s - R_s i_s) dt. \tag{56}
\]

The main reason for use of (56) is simplicity. The stator flux estimator is independent of the speed measurement if the stationary reference is adopted for the d-q axes (Kovács & Rácz, 1984). This fact makes the approach attractive for use in motor control without speed measurement. Moreover, one can see that the only parametric dependence is the stator resistance, which can be obtained with reasonable accuracy (Novotny & Lipo, 1996). Efficient solutions for the correction of off-set in the integrals of current and voltage can be verified in Holtz & Quan (2003).
Fig. 5. Simulation results from neural observer: (a) speed reversal with no load in t=2s; (b) loading and unloading (constant torque) the motor at constant speed of 150 ele.rad/s in t=1.5s and t=3.5s, respectively.

Rewriting (56) considering d-q axes, it follows that:

\[ v_{sd} = R_s i_{sd} + \frac{d\lambda_{sd}}{dt} \]  
\[ v_{sq} = R_s i_{sq} + \frac{d\lambda_{sq}}{dt} \]  

where \( R_s \) is the stator resistance; \( v_{sd} \) and \( v_{sq} \) are the d-q components of the stator voltage, \( i_{sd} \) and \( i_{sq} \) are the d-q components of the stator current, \( \lambda_{sd} \) and \( \lambda_{sq} \) are the d-q components of the stator flux, all of them in stator coordinates.
Thus, the d-q components of stator current are used as input of the ANN, and the d-q components of stator flux are the output of the network. The ANN used is the MLP 2-5-2, i.e., 2 inputs, 5 neurons in the hidden layer and 2 outputs. The number of neurons in the hidden layer was determined by analyzing the simulation results, aiming to reduce the computational cost without compromising the results generated by the network. Other studies using a neutral observer can be seen in Nied et al. (2003a) and Nied et al. (2003b).

The IM was submitted to the transients of start up and speed reversion with no load (Figure 5 (a)) and loading-unloading (constant torque) the motor at constant speed (Figure 5 (b)). Both transients are done under the motor speed condition of 150 elec.rad/s. The simulation time was 5 s. A good dynamic performance of the neural observer can be verified since the estimated stator flux tracks the stator reference flux, even during the transients applied to the motor.

4. Conclusion

Using the theory of sliding modes control, the problem of training MLP networks allows the analysis of the network as a system to be controlled, where the control variables are the weights, and the output of the network should follow the reference variable. From this, a methodology was used that allows us to obtain an adaptive gain, determined iteratively at each step of updating the weights, eliminating the need for using heuristics to determine the gain of the network. This methodology was used for on-line training of MLP networks with a linear activation function in the output layer.

The training of the ANN in real time requires a learning process to be performed while the signal processing is being executed by the system, resulting in the continual adjustment of free parameters of the neural network to variations in the incident signal in real time.

From the methodology, an algorithm was developed for on-line training of two-layer MLP networks with linear output. The algorithm presented is general, providing that there are one or more neurons in the output layer of the network.

Regarding the update of network weights, the algorithm updates the weights using the gradient of the error function with respect to the weights (BP algorithm). This weight correction law, despite being widely used for training MLP networks, has its weaknesses, such as the fact that the stability (not asymptotic stability) can only be guaranteed for a set of weights that corresponds to the overall minimum BP algorithm, according to Lyapunov stability theory.

By using the algorithm presented, it is possible to determine a resulting range for the gain $\eta$ of the network, which is obtained through the intersection of the ranges defined for the hidden layer and output, noting the limit imposed by the Taylor series decomposition. However, the algorithm does not define the final value for the gain $\eta$. Thus, it is possible in principle, that any value within a range of positive results be used. Issues are not addressed by the optimization algorithm. However, bearing in mind the necessity of obtaining practical results from the application of the algorithm, we adopted a conservative solution using the gain value $\eta$ obtained for the limit imposed by the Taylor series decomposition.

Due to the nature of the algorithm, applications that required adjustment of free parameters of the neural network in real time were selected for evaluation.

As a first application, the algorithm was used in the approximation of a sine function. The error of the approximation algorithm presented was the lowest compared with the values of the approximation error made by the other three algorithms simulated.
The other application was related to the use of the algorithm as an observer of the neural stator flux of IM. The results obtained show that the neural observer contributed to the good performance of the variables of flux, speed and torque.

From the simulation results of the algorithm, at least two features of this algorithm can be identify: 1) ease of use, since there is no necessity of determining the gain (or learning rate), which is obtained iteratively by the algorithm, 2) eliminates the need for any information regarding the mathematical model of the system in which the network operates.
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