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1. Introduction

A defect detection of a heating tube installed in a power station is a very important process for avoidance of a serious disaster. The defect detection for the fast breeder reactor “Monju” in Japan is implemented by feeding an eddy current testing (ECT) probe (Isobe et al., 1995; Robinson, 1998) with a magnetic sensor, into the tube. The ECT probe (hereafter, simply called probe) is controlled so as to move in the heating tube at a constant velocity. A peculiar feature of the heating tubes in “Monju” is that each tube is mostly helical. An undesirable vibration of the probe always happened in the helical heating tube under a certain condition (Inoue et al., 2007). The vibration was considerably large and generated an obstructive noise in the signal of the magnetic sensor. It made the detection of defects difficult. Some papers reported similar problems (Bihan, 2002; Giguere et al., 2001; Tian and Sophian, 2005), but a large vibration of the probe was not involved. A key to the problem is that the noise in the signal was accompanied with the hard vibration. Several characteristics of the vibration became clear through some experiments by using a mock-up, and a countermeasure was taken by making use of the characteristics of the vibration (Inoue et al., 2007). However, an essential factor on the cause of the vibration was still unclear. Since the noise in the signal is highly correlated with the vibration, a thorough investigation of the vibration is needed. It is desirable to find out the cause of the vibration in order to remove or reduce the vibration and ensure the reliability of the inspection.

In this study, the cause of the vibration is assumed to be Coulomb friction between floats, which are attached to the probe, and the inner wall of the heating tube on the basis of the experimental results. An analytical model is obtained by taking Coulomb friction into account and numerical simulation is implemented by applying a step-by-step time integration scheme. However, the analytical model has a very large number of degree of freedom. Furthermore, there are many points on which Coulomb friction acts when the probe is fed into the tube under air pressure since many floats, which are in contact with the inner wall of the heating tube, are attached to the probe. It implies that a lot of strong nonlinearities exist in the analytical model. There is no precedent for this kind of problem, and heavy computational costs are ordinarily required to carry out the numerical simulation.

Sueoka et al. (1985) presented the Transfer Influence Coefficient Method (Inoue et al., 1997; Kondou et al., 1989, hereafter: TICM), which is a computational method for a dynamic
response of a structure and has advantages in computational accuracy and speed. The TICM is especially good at a longitudinally extended structure, such as a pipeline system and rotational machinery of a large plant. The advantages of the TICM are outstanding in an application to such structures. The probe can be regarded as a long cable, so that it exactly coincides with the structure suitable for the TICM. The TICM is applicable to various fields of the dynamic response, that is, free vibration analysis, forced vibration analysis, and time historical response analysis. The numerical simulation of the probe is efficiently implemented by applying the time historical response analysis of the TICM. The results of the numerical simulation qualitatively agree well with the experimental results. It confirms the validity of the assumption that the vibration is caused by Coulomb friction. In other words, the numerical simulation is regarded as an available tool to estimate a vibration of some modified probes. Based on this study, some improvements of probe sufficiently suppress the vibration, and a reliable inspection of helical tubes is realized.

2. The mock-up experimental equipment and analytical model of the probe

A mock-up experimental equipment is shown in Fig. 1. For the most part, the heating tube is helical. Six heating tubes with different helical diameters are mounted in the mock-up. The probe consists of a remote field (RF) sensor, cable and floats as shown in Fig. 2. The floats are attached to the cable at equal spaces. The probe is fed into the heating tube from the upper side of the steam generator. The RF sensor inspects the attenuation of the wall thickness of the heating tube by detecting the change of eddy current. The cable of the forward section from the sensor is called the guide cable and the aft section is called the carrier cable. A drag force which acts on the floats by means of dry compressed air flow is the driving force of the probe. The directions of the air flow and the movement of the probe are the same, that is, the direction of the air flow in the insertion process is opposite to the
air flow of the return process. The probe passes through the heating tube very quickly unless the feed control equipment, which is shown in Fig. 1, regulates the feeding speed. An axial force of which direction is opposite to the moving direction acts on the probe from the feed control equipment. Thus, a tensile force acts on the probe in the insertion process on the average, while a compressive force acts on the probe in the return process. The detection of defects can be operated both in the insertion and the return processes, and inspections in both processes are desirable in order to ensure the reliability of the inspection.

2.1 Summary of the experimental results
Experimental results by using the mock-up (Inoue et al., 2007) are summarized as follows.

a. During the inspection, the RF sensor transmits two signals X and Y, which are output voltage from the detector coil. Their directions are perpendicular to each other, and also perpendicular to the axial direction of the helical tube as shown in Fig. 3(a). Usually, the directions of X and Y do not correspond to the normal and the binormal ones of the helical tube. Fig. 3(b) shows RF signal at the carrier velocity of 200 mm/s when the sensor part passes through the sensitivity test piece. Signals X and Y generate fluctuations in opposite directions at the same time, but the amplitudes are different from each other. In Fig. 3(c), the Lissajous’ figures for signals X and Y are illustrated.

b. The total length of the heating tube is about 90 m. The length of the helical part is about 60 m (see Fig. 1). RF signals of X, Y and accelerations nearby the sensor in the insertion process are shown in Fig. 4(a and b), respectively. The sensor passed the helical part of the heating tube in the shaded area of Fig. 4(a and b) and an approximate length of the
probe inserted into the helical part is also indicated. Large impulsive signals at positions A and B shown in Fig. 4(a) were caused by metallic flanges to connect the both ends of the acrylic fluoroscopy tube. The acrylic fluoroscopy tube can be set up at either position A or B in order to observe the movement of probe by high-speed camera. Although the impulsive signals are large noises on the RF signals, we ignore them because the actual heating tubes are not equipped with the acrylic fluoroscopy tube and metallic flanges. On one hand, the small impulsive signals in the RF signals like short beards in the region of the helical tube occurring at equal intervals. These signals are generated as the sensor part passes through the metallic outer support of the heating tube. The small impulsive signal is called “support signal”. Although the support signal is a kind of noise on the RF signals, the discrimination between the attenuation and the support signal is not discussed in this study, because the actual metallic outer supports are different from the ones of the mock-up. We focus on the relationship between the vibration and the RF signal noise.
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**Fig. 4. (a and b) RF signal and acceleration in insertion process.**

c. The accelerations shown in Fig. 4(b) were measured by an accelerometer, which was specially arranged for the experiment, located nearby the sensor as shown in Fig. 2. The directions of the acceleration were lateral and longitudinal of the probe and correspond to the radial and axial directions of the helical heating tube. From Fig. 4(b), the vibration of the probe rapidly increased after the sensor passed through the middle position of the helical part. At the same time, the noises were raised in the RF signals and kept a large value until the insertion process finished. It means that there was adequate correlation between the probe vibration and RF signal noise. In addition, we confirmed that a noticeable peak in the frequency analysis (about 20 Hz) appeared in both the axial and the radial vibrations of the probe. Both vibrations were weakly coupled and the probe showed an inchworm-like motion.

d. In the case of non-feeding, no vibration of the probe occurred even if the dry compressed air streamed into the heating tube. No RF signal noise was also appeared. It was expected that the vibration of the probe was mainly caused by a frictional force between the floats and the inner wall of the heating tube, and the fluid force was not an essential factor of the vibration.

e. The vibration of the probe in the return process was smaller than the one in the insertion process. There was no noticeable peak in the frequency analysis of the vibration in the return process.

f. The vibration of the probe became small in the case of low feeding speed, large helical diameter and low supply rate of the air flow.
It was found that the RF signal noise highly correlated with radial vibration of the probe. A long guide cable made the RF signal noise small because it was effective in suppressing the radial vibration. In addition, a large size of float attached to the guide cable was also effective in suppressing the vibration.

In this study, only the vibration of the probe is focused on because there was a certain correlation between the probe vibration and RF signal noise. The inspection of the attenuation of the wall thickness is operated in both the insertion and the return processes in order to perform a firm inspection. In this study, the vibration of the insertion process is focused on since it is larger than the one of the return process as mentioned above e.

### 2.2 Analytical model of probe

The analytical model is obtained under the following simplifications so that the numerical analysis can be implemented as easily as possible.

a. The heating tubes consist of straight, helical and bending parts as shown in Fig. 1. The vibration of the probe always occurred in the helical part, and it did not occur in the other parts of the heating tubes. Therefore, only the helical part of the heating tube is considered.

b. The length of the actual probe becomes longer as the insertion process goes on. However, it is difficult to treat a probe with time varying length. On one hand, if a vibrating probe, which is sufficiently inserted in the helical tube, stops feeding and restarts, the vibration of the probe is always reproduced. It follows that a probe with a constant length can be regarded as a momentary situation in which the actual time varying length of probe just reached the length. Hence, many probes with constant length (each length is different from one another) can be substitutes for the actual probe with time varying length. In this paper, the length of the probe is assumed to be constant and many probes with constant length are treated in order to cope with the actual probe with time varying length.

c. Contact points between the floats and the inner wall of the heating tube are always generated at the inside of the helical tube as shown in Fig. 5, because tensile force acts on the probe in the insertion process.

d. The vertical motion of the probe is disregarded. The motion of the probe is restricted within the horizontal plane. Thus, the probe moves in a circular tube placed in the horizontal plane as shown in Fig. 6.

e. The movement of the probe is modeled as illustrated in Fig. 5. The probe moves in the heating tube at a constant speed \( u \) from the left-hand side to the right-hand side of Fig. 5. The dry compressed air also flows inside the tube in the same direction of the movement of probe. Secondary flow around the floats and cable is neglected.
Fig. 6. Actual and analytical heating tube.

Fig. 7. Lumped mass modeling.

Based on the simplifications, the probe is modeled as a lumped mass system as shown in Fig. 7. The cable is equally divided, and rigid bodies which possess mass and moment of inertia, are put to each divided point. Each section spaced by floats is divided into four by taking a balance between the float pitch $p_f$ and diameter of the cable $d_c$ into consideration. The analytical model is formed by a connection of the rigid bodies and massless beams in series as shown in Fig. 7. The probe can be regarded as almost uniform because it was made by a continuous cable and lightweight spherical floats which are attached to the cable. Thus, the mass and moment of inertia of each rigid body are assumed to be identical and given as follows:

$$m = \rho_c \frac{p_f}{4}, \quad J = m \left[ \frac{1}{12} \left( \frac{p_f}{4} \right)^2 + \frac{d_c^2}{16} \right]$$  \hspace{1cm} (1)

where $\rho_c$ is mass per unit length of probe, including the mass of the cable and floats. The moment of inertia $J$ was obtained as a rigid column with diameter $d_c$ and height $p_f/4$. Virtual spheres are assumed to be around the rigid bodies which occupy the place where the floats
originally existed. The diameter of the virtual spheres is equal to one of the floats and is common to all spheres. The spheres fill the role of the floats, which are subjected to the drag force of air flow and are in contact with the inner wall of the heating tube. Contact forces and frictional forces from the inner wall of the heating tube also act on the virtual sphere. The forces are transmitted to the rigid bodies through the virtual sphere. The mass and the moment of inertia of the RF sensor are also assumed to be \( m \) and \( J \) without a special treatment.

Each rigid body is called “Node” and the left- and the right-hand ends of the system are defined as node 0 and node \( n \), respectively. The beam element between the node \( j \) and \( j-1 \) is called \( j \)th beam element. Each of the beam elements is assumed to be straight and slantingly connects with rigid bodies at both ends as shown in Fig. 7. The slant connection is due to the curvature of the helical heating tube and the slanting angle \( \varphi \) is given as:

\[
\varphi = \sin^{-1}\left[ \frac{p_f}{(4d_h)} \right] \tag{2}
\]

where \( d_h \) is a diameter of the helix.

### 2.3 Equation of motion

In this paper, variables with head symbol and subscripts have following principles:

a. Variables with subscript \( j \) represent the physical quantities related to node \( j \) or the \( j \)th beam element.

b. Variables with and without head symbol “–” represent the physical quantities on the left- and the right-hand side of node, respectively.

Since the probe goes into the helical (circular, under the assumption d of Section 2.2) tube at a constant speed, the motion of the rigid body at node \( j \) is represented in a polar coordinate O–X\(_j\)Y\(_j\) as shown in Fig. 8. The point O in Fig. 8 corresponds to the center of the helix (or circle) and the X\(_j\)-axis points toward a center of gravity of the rigid body \( G_j \). Supposing that a center of gravity of the rigid body without stretch and lateral motion of the probe is denoted \( G_{j,0} \), the point of \( G_{j,0} \) turns around the center O at a constant angular velocity \( \omega_0 \) which is given as:

\[
\omega_0 = \frac{u}{r}, \quad r = \frac{d_h}{2} \tag{3}
\]

where \( r \) is the radius of the helix. The relative movement of the rigid body at node \( j \) with respect to the unstretched probe is represented as an axial displacement \( x_j(t) \) (arc coordinate
along the helix) from \( G_{j,0} \), a radial displacement \( y_j(t) \) from \( G_{j,0} \) and a rotation \( \theta_j(t) \) around \( G_j \) as shown in Fig. 8. Physical quantities such as \( x_j(t) \), \( y_j(t) \), \( \theta_j(t) \), etc., are functions of time \( t \) in principle but the argument \((t)\) is omitted in Fig. 8. The root of the probe, node 0, is assumed to move at the regulation speed \( u \) without lateral motion and rotation around \( G_0 = G_{0,0} \). So, physical quantities on node 0 are fixed as: \( x_0(t) = y_0(t) = \theta_0(t) = 0 \).

State variables at both ends of the \( j \)th beam element and the positive direction of the variables are shown in Fig. 9(a), where \( \bar{V}_j(t) \), \( V_{j-1}(t) \) are axial forces, \( \bar{F}_j(t) \), \( F_{j-1}(t) \) are shearing forces and \( \bar{N}_j(t) \), \( N_{j-1}(t) \) are moment of forces. Displacement vectors and force vectors are defined as follows:

\[
\begin{align*}
\mathbf{d}_{j-1}(t) &= \{x(t), y(t), \theta(t)\}^T_{j-1}, \\
\mathbf{d}_j(t) &= \{x(t), y(t), \theta(t)\}^T_j, \\
\mathbf{f}_{j-1}(t) &= \{\bar{V}(t), F(t), N(t)\}^T_{j-1}, \\
\bar{f}_j(t) &= \{\bar{V}(t), \bar{F}(t), \bar{N}(t)\}^T_j
\end{align*}
\]  

(4)

where superscript “T” denotes transpose. Argument \((t)\) is omitted in Fig. 9 as same as in Fig. 8. The displacements \( x_j(t) \), \( y_j(t) \) and \( x_{j-1}(t) \), \( y_{j-1}(t) \) should be represented in a polar coordinate as shown in Fig. 8 because the \( j \)th beam element connects with the rigid bodies of node \( j \) and \( j-1 \). However, inertia forces of polar coordinate do not act on the \( j \)th beam element because the beam elements are assumed to be massless. In addition, the curvature of \( x_j(t) \) and \( x_{j-1}(t) \) are negligible since \( x_j(t) \) and \( x_{j-1}(t) \) are sufficiently smaller than the diameter of the helix \( d_h \). Hence, the displacements are approximately treated in a local orthogonal coordinate, and the relationships of the state variables are represented in following simple forms.

\[
\begin{align*}
\mathbf{d}_j(t) &= \mathbf{L}_j^T \mathbf{d}_{j-1}(t) + \mathbf{F}_j \bar{f}_j(t) \\
\mathbf{f}_{j-1}(t) &= \mathbf{L}_j \bar{f}_j(t)
\end{align*}
\]  

(5)

(6)

where

\[
\mathbf{L}_j = \begin{bmatrix} 1 & 0 & 0 \\ 0 & 1 & 0 \\ 0 & l_j & 1 \end{bmatrix}, \quad \mathbf{F}_j = \begin{bmatrix} a_x & 0 & 0 \\ 0 & a_y & 0 \\ 0 & \gamma & \beta_j \end{bmatrix}
\]

\[
(a_x, a_y, \gamma, \beta_j) = \left( \frac{1}{EA}, \frac{l^3}{3EI}, \frac{l}{EI}, \frac{l^2}{2EI} \right)_j
\]

where \( l_j \), \((EA)_j\) and \((EI)_j\) are length, tensile rigidity and flexural rigidity of the \( j \)th beam element. Eqs. (5) and (6) are arranged as follows:
The coefficient matrix of the right-hand side of Eq. (7a) represents a stiffness matrix of $j$th beam element, and it also represents the rigidity of the cable. In this study, a proportional viscous damping (proportional coefficient $\delta$ ) is adopted. Thus, the relationship of the state variables at both ends of the $j$th beam element is represented as follows:

$$
\begin{bmatrix}
    f_{j-1}(t) \\
    \bar{f}_{j}(t)
\end{bmatrix} =
\begin{bmatrix}
    -L_j F_j^{-1} L_j^T \\ -F_j^{-1} L_j^T
\end{bmatrix}
\begin{bmatrix}
    d_{j-1}(t) \\
    d_{j}(t)
\end{bmatrix} +
\begin{bmatrix}
    -L_j F_j^{-1} L_j^T \\ -F_j^{-1} L_j^T
\end{bmatrix}
\begin{bmatrix}
    \dot{d}_{j-1}(t) \\
    \dot{d}_{j}(t)
\end{bmatrix}
$$

(7b)

The second term of the right-hand side of Eq. (7b) corresponds to a proportional viscous damping.

A following couple (moment of force) due to the axial force is generated.

$$
N_{V,j}(t) = \nabla_j(t)[y_j(t) - y_{j-1}(t)] = V_{j-1}(t)[y_j(t) - y_{j-1}(t)]
$$

(8)

However, this couple is not considered in Eq. (7b). Since the axial force generated in the cable is very large, the effect of this moment of force is not negligible. It is substituted by a moment of force $\tilde{N}_{V,j}(t)$ which equilibrates $N_{V,j}(t)$ and acts on the $j$th beam element from node $j$ as shown in Fig. 9(a). A reaction of $\tilde{N}_{V,j}(t)$ also acts on the node $j$. Assuming that the elastic deformation of the beam element is small, the following approximation is available:

$$
\tilde{N}_{V,j}(t) = \nabla_j(t)[y_j(t) - y_{j-1}(t)] \approx \nabla_j(t) l_j \theta_j(t)
$$

(9)

State variables at node $j$ are shown in Fig. 9(b), where the node is regarded as a float so that a virtual sphere and forces acting on the sphere are also depicted in Fig. 9(b). Since node $j$ possesses mass and moment of inertia, inertia forces of polar coordinate, such as a centrifugal force and Coriolis force, act on node $j$. Hence, displacements $x_j(t)$, $y_j(t)$ and rotational angle $\theta_j(t)$ are treated in the polar coordinate as shown in Fig. 8.

Drag force $D_j(\dot{x}_j)$ acting on the float by air flow, which is the driving force of the probe, is represented as follows:

$$
D_j(\dot{x}_j) = \frac{1}{2} c_D \rho_f (A_f - A_c) v_{rel}(\dot{x}_j) |v_{rel}(\dot{x}_j)|
$$

(10)

where $v_{rel}(\dot{x}_j) = Q / (a - A_c) - u - \dot{x}_j(t)$, $c_D = 0.44$ is the coefficient of drag force, $\rho_f$ is the air flow density, $A_f = \pi d_f^2 / 4$ is the cross-section of float, $d_f$ is the diameter of float, $A_c = \pi d_c^2 / 4$ is the cross-section of cable, $Q$ is the supply rate of air flow, $a = \pi d_{in}^2 / 4$ is the cross-section of heating tube and $d_{in}$ is the inner diameter of heating tube. The loss of the pressure head is not considered here.

A contact spring, of which spring constant is $k$, is assumed to exist between the floats and the inner wall of the heating tube as shown in Fig. 9(b). The float contacts with the inner wall through the contact spring when the radial displacement $y_j(t) < 0$, and a reaction force $S_j(y_j)$ acts on the float from the inner wall of the heating tube. Positive direction of $S_j(y_j)$ is defined as shown in Fig. 9(b) and hence $S_j(y_j)$ is represented as:

$$
S_j(y_j) = \frac{1}{2} c_D \rho_f (A_f - A_c) v_{rel}(\dot{x}_j) |v_{rel}(\dot{x}_j)|
$$

(10a)
where the spring constant \(k\) is assumed to be common to all floats. The Coulomb friction \(R_j(y_j, \dot{x}_j, \dot{\theta}_j)\), which is proportional to \(S_j(y_j)\), also acts on the float. Since the direction of Coulomb friction is determined by the relative velocity at the contact point between the float and the inner wall, Coulomb friction is represented as follows:

\[
R_j(y_j, \dot{x}_j, \dot{\theta}_j) = \mu_d(\dot{x}_j) S_j(y_j) = -\mu_d(\dot{x}_j) k_f(y_j) y_j(t)
\]

\[
\mu_d(\dot{x}_j) = \begin{cases} 
\mu : u + \dot{x}_j(t) + \dot{\theta}_j(t) d_f / 2 \geq 0 \\
-\mu_d : u + \dot{x}_j(t) + \dot{\theta}_j(t) d_f / 2 < 0 
\end{cases}
\]

where the coefficient of kinetic friction \(\mu_d\) is also assumed to be common to all floats. In addition, node \(j\) is subjected to axial forces \(V_j(t), F_j(t)\), shearing forces \(V_t(t), F_t(t)\) and moment of forces \(N_t(t)\) from the beam elements connecting to the node \(j\) as shown in Fig. 9(b). Furthermore, the moment of force \(\bar{N}_V(t)\) due to the axial force, which is treated as a time varying rotational spring [see Eq. (9)], also acts on the node \(j\). Since the movement of the rigid body is represented in a polar coordinate (Fig. 8), accelerations of the rigid body at node \(j\) are represented as:

\[
X_j\text{-direction} : r' \ddot{\psi}_j + 2r' \dot{\psi}_j^2, \quad Y_j\text{-direction} : r' - r' \dot{\psi}_j^2, \quad \text{rotation} : \dot{\theta}_j - \ddot{\psi}_j
\]

where \(r' = r + y_j(t), \quad \dot{\psi}_j = \omega_d + x_j(t) / r, \quad \ddot{\psi}_j = \omega_j(\dot{x}_j) = \omega_0 + \ddot{x}_j(t) / r, \quad \dddot{\psi}_j = \dot{\omega}_j(\dot{x}_j) = \dddot{x}_j(t) / r\).

Thus, the equation of motion of the rigid body at node \(j\) is expressed as follows with respect to \(X_j, Y_j\)-directions and rotation.

\[
m r \left(1 + \frac{y_j(t)}{r}\right) \dddot{x}_j(t) + 2m \omega_j(\dot{x}_j) \dddot{\psi}_j(t) = -R_j(y_j, \dot{x}_j, \dot{\theta}_j) + V_j(t) - \bar{V}_j(t)
\]

\[
m \dddot{\psi}_j(t) - m r \left(1 + \frac{y_j(t)}{r}\right) \omega_j^2(\dot{x}_j) = S_j(y_j) + F_j(t) - \bar{F}_j(t)
\]

\[
J_j \left(\ddot{\theta}_j - \frac{\dddot{x}_j(t)}{r}\right) = -R_j(y_j, \dot{x}_j, \dot{\theta}_j) \frac{d_f}{2} - \bar{N}_V(t)
\]

Eq. (14) is arranged as follows with an approximation: \(1 + y_j(t) / r \approx 1\).

\[
\mathbf{M} \ddot{d}_j(t) + C_j(\dot{x}_j) \dot{d}_j(t) + K_j(y_j, \dot{x}_j, \dot{\theta}_j, \bar{V}_j) d_j(t) = \ddot{q}_j(\dot{x}_j) + f_j(t) - \bar{f}_j(t)
\]

where

\[
\mathbf{M} = \begin{bmatrix} m & 0 & 0 \\ 0 & m & 0 \\ -J / r & 0 & J \end{bmatrix}, \quad C_j(\dot{x}_j) = \begin{bmatrix} 0 & 2m \omega_j(\dot{x}_j) & 0 \\ 0 & 0 & 0 \\ 0 & 0 & 0 \end{bmatrix}
\]

\[
K_j(y_j, \dot{x}_j, \dot{\theta}_j, \bar{V}_j) = \begin{bmatrix} 0 & -\mu(\dot{x}_j, \dot{\theta}_j) k_f(y_j) & 0 \\ 0 & k_f(y_j) & 0 \\ 0 & -\mu(\dot{x}_j, \dot{\theta}_j) d_f / 2 & \bar{V}_j(t) \end{bmatrix}, \quad \ddot{q}_j(\dot{x}_j) = [D_j(\dot{x}_j), m r \omega_j^2(\dot{x}_j), 0]^T
\]
The matrix $C_j(\dot{x}_j)$ does not represent a damping matrix here, but a kind of Coriolis force as a term of $C_j(\dot{x}_j)d_j(t)$. As for a damping, a proportional viscous damping, the second term of the right-hand side of Eq. (7b), is considered. An element $n\rho_v^2(\dot{x}_j)$ of the vector $\ddot{q}_j(\dot{x}_j)$ represents a centrifugal force in a polar coordinate. If the rigid body of node $j$ does not correspond to a float, it does not contact with the inner wall of the heating tube and is free from the drag force $D_j(\dot{x}_j)$. The equation of motion of such a rigid body is similarly represented as Eq. (15) by setting $D_j(\dot{x}_j), k$ and $\mu_d$ to be zero.

3. Step-by-step time integration scheme by utilizing the Transfer Influence Coefficient Method

3.1 Step-by-step time integration scheme

Time historical response of the probe can be computed by applying a step-by-step time integration scheme to the equation of motion obtained in Section 2. Displacement $d_j(t)$, velocity $\dot{d}_j(t)$ and acceleration $\ddot{d}_j(t)$ vectors are successively computed at an interval of time step size $\Delta t$. For a large scale structure, the Newmark-$\beta$ method and the Wilson-$\theta$ method (Belytschko and Hughes, 1983) are usually employed as the step-by-step time integration scheme. Velocity and acceleration vectors at time $t_i = i\Delta t$ are usually expressed as a linear function of displacement vector in an implicit method such as the Newmark-$\beta$ and the Wilson-$\theta$ methods. The formulation is given as follows:

$$\ddot{d}_j(t_i) = B_\alpha d_j(t_i) + h_{a,j}(t_i-1), \quad \dot{d}_j(t_i) = B_\alpha d_j(t_i) + h_{\dot{v},j}(t_i-1)$$

where the coefficients $B_\alpha$, $B_\beta$ are the constants decided in each step-by-step integration scheme and $h_{a,j}(t_i-1)$, $h_{\dot{v},j}(t_i-1)$ are functions of displacement, velocity and acceleration vectors before the time $t_i-1$ (see Table 1). The coefficients for the Newmark-$\beta$ and the Wilson-$\theta$ methods are listed in Table 1.

Substituting Eq. (16) into Eq. (15), the equation of motion is transformed into following formula:

$$P_j(t_{i-1})d_j(t_i) = q_j(t_{i-1}) + f_j(t_i) - \bar{f}_j(t_i)$$

where

$$P_j(t_{i-1}) = B_\alpha M + B_\beta C_j(t_{i-1}) + K_j(t_{i-1}), \quad q_j(t_{i-1}) = \ddot{q}_j(t_{i-1}) - M\dot{h}_{a,j}(t_{i-1}) - C_j(t_{i-1})h_{\dot{v},j}(t_{i-1})$$

The state variables $y_j(t_i)$, $\dot{x}_j(t_i)$, $\ddot{x}_j(t_i)$ and $V_j(t_i)$ in the $C_j(\dot{x}_j)$, $K_j(y_j,\dot{x}_j,\ddot{x}_j, V_j)$ and $\ddot{q}_j(\dot{x}_j)$ of

<table>
<thead>
<tr>
<th></th>
<th>$B_\alpha$</th>
<th>$h_{a,j}(t_{i-1})$</th>
<th>$B_\beta$</th>
<th>$h_{\dot{v},j}(t_{i-1})$</th>
</tr>
</thead>
<tbody>
<tr>
<td>Newmark-$\beta$</td>
<td>$\frac{1}{\beta\Delta t^2}$</td>
<td>$-\frac{1}{\beta\Delta t^2} \left[ d_j(t_{i-1}) + \Delta t \ddot{d}<em>j(t</em>{i-1}) + \left(\frac{1}{2} - \beta\right) \Delta t^2 \dddot{d}<em>j(t</em>{i-1})\right]$</td>
<td>$\frac{\gamma}{\beta\Delta t}$</td>
<td>$\ddot{d}<em>j(t</em>{i-1}) + \Delta t \left[ (1 - \gamma) \ddot{d}<em>j(t</em>{i-1}) + \gamma h_{\dot{v},j}(t_{i-1})\right]$</td>
</tr>
<tr>
<td>Wilson-$\theta$</td>
<td>$\frac{6}{(\Delta t)^2}$</td>
<td>$-\frac{6}{(\Delta t)^2} \left[ d_j(t_{i-1}) + \Delta t \ddot{d}<em>j(t</em>{i-1}) + \frac{(\Delta t)^2}{3} \dddot{d}<em>j(t</em>{i-1})\right]$</td>
<td>$\frac{3}{\Delta t}$</td>
<td>$\ddot{d}<em>j(t</em>{i-1}) + \frac{2\Delta t}{3} \dddot{d}<em>j(t</em>{i-1}) + \frac{(\Delta t)^2}{6} \dddot{d}<em>j(t</em>{i-1})$</td>
</tr>
</tbody>
</table>

Table 1. Coefficients for step-by-step solution scheme.
Eq. (15) are replaced by the ones of one time step before \( y_j(t_{i-1}), \dot{y}_j(t_{i-1}), \dot{x}_j(t_{i-1}), \dot{\theta}_j(t_{i-1}), \) and \( \dot{\gamma}_j(t_{i-1}) \), respectively. Thus, the coefficients \( C_j(\dot{y}_j), K_j(y_j, \dot{x}_j, \dot{\theta}_j, \dot{\gamma}_j) \) and vector \( \dot{q}_j(\dot{x}_j) \) are known at the time \( t_i \). These are expressed as \( C_j(t_{i-1}), K_j(t_{i-1}) \) and \( \dot{q}_j(t_{i-1}) \) in Eq. (17). It implies that time delay components are generated in Eq. (17). Substituting Eq. (16) into Eq. (7b), we have transformed relationships of state variables between both ends of a beam element.

\[
d_j(t_i) = L_j^T d_{j-1}(t_i) + \frac{1}{1 + \delta B_v} F_j f_j(t_i) + \frac{\delta}{1 + \delta B_v} \left[ L_j^T h_{e_j,j-1}(t_{i-1}) - h_{e_j,j}(t_{i-1}) \right]
\]

Solving Eqs. (17), (18) and (6) simultaneously with respect to all nodes \( (j: 0 \sim n) \) yields displacement vectors \( d_j(t_i) \) of all nodes. Velocity and acceleration vectors \( d_j(t_i) \) and \( d_j(t_i) \) are given by Eq. (16) according to the obtained displacement vector \( d_j(t_i) \). The obtained \( d_j(t_i), \dot{d}_j(t_i) \) and \( d_j(t_i) \) yield \( h_{e_j,j}(t_i), \dot{h}_{e_j,j}(t_i), \) (see Table 1), then displacement, velocity and acceleration vectors at the next time step \( d_j(t_{i+1}), \dot{d}_j(t_{i+1}) \) and \( d_j(t_{i+1}) \) are similarly obtained. Step-by-step time integration scheme proceeds in the same way.

However, numerical instability possibly happens in the step-by-step time integration because the reaction force \( S_j(y_j) \) and the frictional force \( R_j(y_j, \dot{x}_j, \dot{\theta}_j) \) involve the time delay components in addition to the strong non-linearity in Eq. (17). Although the Newmark-\( \beta \) method \((\beta = 1/4, \gamma = 1/2)\) and the Wilson-\( \theta \) method \((\theta = 1.4)\) are absolutely stable to linear systems, numerical instability often happens in the both methods in the treatment of non-linear systems (Crisfield and Shi, 1996; Xie, 1996). A way to avoid the numerical instability is to use a small time step size but it takes a great deal of computational costs. Furthermore, Eqs. (17), (18) and (6) are solved as simultaneous equations of which the degree of freedom is large.

The TICM, which was developed by one of the authors, is a useful method to solve Eqs. (17), (18) and (6). The TICM does not solve Eqs. (17), (18) and (6) simultaneously, but solves them through a recursive algorithm. It makes the computation very fast. The concept of the TICM is based on a transmission of physical quantities from one end of structure to the other end of structure. This concept is similar to the Transfer Matrix Method (Pestel and Leckie, 1963, hereafter: TMM). However, the TICM has an advantage in computational speed since the dimensions of matrices and vectors used in the algorithm are smaller than the ones of the TMM. In addition, the TICM also has an advantage in computational accuracy. The TICM is free from a numerical instability, which sometimes happens in the TMM under a certain condition, for example, treatment of rigid supports, computation of high frequency range, etc. The TICM is good at a longitudinally extended structure, which includes the probe. In addition, the TICM also has an advantage in computational accuracy. The TICM is free from a numerical instability, which sometimes happens in the TMM under a certain condition, for example, treatment of rigid supports, computation of high frequency range, etc. The TICM is good at a longitudinally extended structure, which includes the probe.

### 3.2 The Transfer Influence Coefficient Method

The concept of the TICM is illustrated in Fig. 10. The structure enclosed with a broken line in Fig. 10(a) schematically shows a connection of rigid bodies, from node 0 to node \( j-1 \), by means of beam elements. A curvature of the probe, spheres (floats) and contact springs are omitted in Fig. 10. Connections of \( j \)th beam element and node \( j \) follow as shown in Fig. 10(a). The repetition of the connection brings to the completion of the whole structure (probe).
Fig. 10. Concept of the TICM: (a) connections of \( j \)th beam element and node \( j \), (b) after the connection of \( j \)th beam element, and (c) after the following connection of node \( j \).

This is the concept of the TICM. A structure after the connection of \( j \)th beam element, and following connection of node \( j \) are illustrated in Fig. 10(b and c), respectively. In the formulation of the TICM for a step-by-step time integration, a relationship between the displacement vector \( \mathbf{d}_j(t_i) \) and the force vector \( \mathbf{f}_j(t_i) \) illustrated in Fig. 10(b), before the connection of node \( j \), is defined as follows:

\[
\mathbf{d}_j(t_i) = \mathbf{T}_j(t_i) \mathbf{f}_j(t_i) + \mathbf{s}_j(t_i) \tag{19}
\]

We call the 3×3 square matrix \( \mathbf{T}_j(t_i) \) and three-dimensional vector \( \mathbf{s}_j(t_i) \) a dynamic influence coefficient matrix and an additional vector of the left-hand side of node \( j \), respectively. The additional vector \( \mathbf{s}_j(t_i) \) represents an influence of external forces, which act on the preceding nodes 0 to \( j-1 \), to displacement vector at node \( j \).

Similarly, a relationship between \( \mathbf{d}_j(t_i) \) and \( \mathbf{f}_j(t_i) \) illustrated in Fig. 10(c), after the connection of node \( j \), is defined as:

\[
\mathbf{d}_j(t_i) = \mathbf{T}_j(t_i) \mathbf{f}_j(t_i) + \mathbf{s}_j(t_i) \tag{20}
\]

where the matrix \( \mathbf{T}_j(t_i) \) and the vector \( \mathbf{s}_j(t_i) \) are called a dynamic influence coefficient matrix and an additional vector of the right-hand side of node \( j \), respectively. The additional vector \( \mathbf{s}_j(t_i) \) represents an influence of external forces, which act on the preceding nodes 0 to \( j-1 \) and newly connected node \( j \).

In the algorithm of the TICM, the matrices \( \mathbf{T}_j(t_i) \), \( \mathbf{T}_j(t_i) \) and vectors \( \mathbf{s}_j(t_i) \), \( \mathbf{s}_j(t_i) \) are successively computed from node 0 (root of the probe) to node \( n \) (top of the probe) at first. Subsequently, the displacement vectors are computed in the reverse order from node \( n \) to node 0. Substituting Eq. (20) with subscript \( j-1 \) and Eq. (6) into Eq. (18) yields

\[
d_j(t_i) = \left[ L_j^T \mathbf{T}_{j-1}(t_i) L_j \mathbf{f}_j(t_i) + \frac{1}{1+\delta B_v} \mathbf{F}_j \right] \mathbf{f}_j(t_i)
+ \left[ L_j^T \mathbf{s}_{j-1}(t_i) + \frac{\delta}{1+\delta B_v} \left[ L_j^T \mathbf{h}_{v,j-1}(t_{i-1}) - \mathbf{h}_{v,j}(t_{i-1}) \right] \right] \tag{21}
\]

Comparing Eq. (21) with Eq. (19), we have

\[
\mathbf{T}_j(t_i) = L_j \mathbf{T}_{j-1}(t_i) L_j + \frac{1}{1+\delta B_v} \mathbf{F}_j \tag{22a}
\]
\[
\overline{s}_j(t_i) = T_j(t_i) s_{j-1}(t_i) + \frac{\delta}{1 + \delta B_v} \left[ L_j h_v, j-1(t_{i-1}) - h_v, j(t_{i-1}) \right]
\]

(22b)

Multiplying both sides of Eq. (17) by \( T_j(t_i) \) and utilizing the relationship \( T_j(t_i) \overline{f}_j(t_i) = d_j(t_i) - \overline{s}_j(t_i) \) [Eq. (19)] yields

\[
[I_3 + T_j(t_i) \Lambda_j(t_{i-1})]d_j(t_i) = T_j(t_i) \overline{f}_j(t_i) + \overline{s}_j(t_i) + T_j(t_i) q_j(t_{i-1})
\]

(23)

Comparing Eq. (23) with Eq. (20), we obtain

\[
[I_3 + T_j(t_i) \Lambda_j(t_{i-1})]T_j(t_i) = T_j(t_i)
\]

(24a)

\[
[I_3 + T_j(t_i) \Lambda_j(t_{i-1})]s_j(t_i) = \overline{s}_j(t_i) + T_j(t_i) q_j(t_{i-1})
\]

(24b)

where \( I_3 \) is a 3x3 unit matrix. We call Eqs. (22a), (22b) and (24a), (24b) “field transmission rule” and “point transmission rule”, respectively. Supposing that the dynamic influence coefficient matrix and additional vector of the right-hand side of node \( j-1 \), \( T_{j-1}(t_i) \) and \( s_{j-1}(t_i) \), are known, the ones of node \( j \) that is \( T_j(t_i) \) and \( s_j(t_i) \), are obtained through the field and point transmission rules Eqs. (22a), (22b) and (24a), (24b). In other words, if the dynamic influence coefficient matrix and additional vector of node 0 are known, the ones of other nodes are successively computed from node 1 to node \( n \) because the field and point transmission rules represent a recurrent formula to yield \( T_j(t_i) \) and \( s_j(t_i) \). Since the root of the probe, node 0, is assumed to have no relative movement with respect to the unstretched probe, the displacement and force vectors at node 0 are regarded as \( d_0(t_i) = 0 \) and \( f_0(t_i) \neq 0 \). Substituting the \( d_0(t_i) \) and the \( f_0(t_i) \) into Eq. (20) with subscript \( j = 0 \), we obtain the dynamic influence coefficient matrix and additional vector of node 0.

\[
T_0(t_i) = 0_3, \quad s_0(t_i) = 0
\]

(25)

where \( 0_3 \) is a 3x3 zero matrix.

Node \( j \) slantingly connects with the \( j \)th and \((j+1)\)th beam elements as shown in Fig. 7. Therefore, coordinate transform is necessary through the point transmission rule. The transform of coordinate from \( j \)th beam element to node \( j \) is operated as:

\[
\Phi T_j(t_i) \Phi^T \Rightarrow T_j(t_i), \quad \Phi \overline{s}_j(t_i) \Rightarrow \overline{s}_j(t_i), \quad \Phi = \begin{bmatrix} \cos \varphi & -\sin \varphi & 0 \\ \sin \varphi & \cos \varphi & 0 \\ 0 & 0 & 1 \end{bmatrix}
\]

(26a)

The transform of coordinate from node \( j \) to \((j+1)\)th beam element is operated as:

\[
\Phi T_j(t_i) \Phi^T \Rightarrow T_j(t_i), \quad \Phi s_j(t_i) \Rightarrow s_j(t_i)
\]

(26b)

The dynamic influence coefficient matrix \( T_j(t_i) \) and additional vector \( s_j(t_i) \) are successively computed from node 0 to node \( n \) through Eqs. (22a), (22b), (24a)–(26b).

The right-hand side of the system (top of the probe) is free, it follows that the force vector at the right-hand side of node \( n \) is zero, that is \( f_n(t_i) = 0 \). Substituting \( f_n(t_i) = 0 \) into Eq. (20), we obtain the displacement vector of node \( n \) as:

\[
d_n(t_i) = s_n(t_i)
\]

(27)
Displacement vectors of other nodes are recursively obtained from node \( n-1 \) to node 0 by applying the following equations, which are derived from Eqs. (17), (6) and (20).

\[
\begin{align*}
\bar{f}_j(t_i) &= q_j(t_{i-1}) + f_j(t_i) - P_j(t_{i-1})d_j(t_i), & f_{j-1}(t_i) &= L_j\bar{f}_j(t_i) \\
d_{j-1}(t_i) &= T_{j-1}(t_i) f_{j-1}(t_i) + s_{j-1}(t_i)
\end{align*}
\]  

(28)

where \( j : n \rightarrow 1 \). The following coordinate transform is also necessary for \( \bar{f}_j(t_i) \) and \( f_{j-1}(t_i) \) in the process of Eq. (28) because of the slanting connection of \( j \)th beam element with node \( j-1 \) and node \( j \).

\[
\Phi^T \bar{f}_j(t_i) \Rightarrow \bar{f}_j(t_i), \quad \Phi^T f_{j-1}(t_i) \Rightarrow f_{j-1}(t_i)
\]  

(29)

Velocity and acceleration vectors \( \dot{d}_j(t_i) \) and \( \ddot{d}_j(t_i) \) are given by Eq. (16) after the computation of displacement vectors \( d_j(t_i) \).

4. Numerical computations

4.1 Reproduction of the experimental results

Numerical simulations were implemented by using the analytical model obtained in Section 2. A standard computer (CPU 2.4 GHz, 512MB RAM) was used in the computation. The compiler was Fortran 95 and double precision variables were used. The Newmark-\( \beta \) method (\( \beta = 1/4, \gamma = 1/2 \)) was employed as a step-by-step time integration scheme. We confirmed that the results by the Wilson-\( \theta \) method (\( \theta = 1.4 \)) were almost the same as the ones by the Newmark-\( \beta \) method.

Parameters of the numerical simulation are listed in Table 2. Since probes of constant length are treated, five probes with different length are provided for numerical simulation. The five

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>( d_h ) : Diameter of helical tube</td>
<td>1.2 m</td>
</tr>
<tr>
<td>( d_m ) : Inner diameter of heating tube</td>
<td>24.2 mm</td>
</tr>
<tr>
<td>( u ) : Feed speed of probe</td>
<td>200 mm/s</td>
</tr>
<tr>
<td>( \rho_f ) : Air-flow density</td>
<td>1.023 kg/m(^3)</td>
</tr>
<tr>
<td>( Q ) : Supply rate of air-flow</td>
<td>63.0 m(^3)/h</td>
</tr>
<tr>
<td>( d_c ) : Diameter of cable</td>
<td>8.35 mm</td>
</tr>
<tr>
<td>( l ) : Length of carrier cable</td>
<td>10, 20, 30, 40, 50 m</td>
</tr>
<tr>
<td>( l_G ) : Length of guide cable</td>
<td>2.5 m</td>
</tr>
<tr>
<td>( \rho_c ) : Density of probe</td>
<td>0.111 kg/m</td>
</tr>
<tr>
<td>( (EA) ) : Tensile rigidity of cable</td>
<td>1.1\times10(^6)N</td>
</tr>
<tr>
<td>( (EI) ) : Flexural rigidity of cable</td>
<td>4.8\times10(^{-2})Nm(^2)</td>
</tr>
<tr>
<td>( d_f ) : Diameter of float</td>
<td>19.0 mm</td>
</tr>
<tr>
<td>( \rho_f ) : Float pitch</td>
<td>100 mm</td>
</tr>
<tr>
<td>( k ) : Contact rigidity between float and tube</td>
<td>10(^4) N/m</td>
</tr>
<tr>
<td>( \mu ) : Coefficient of kinetic friction</td>
<td>0.15</td>
</tr>
<tr>
<td>( \delta ) : Coefficient of proportional viscous damping</td>
<td>5.0\times10(^{-5}) s</td>
</tr>
</tbody>
</table>

Table 2. Parameters of numerical simulation

Parameters of the numerical simulation are listed in Table 2. Since probes of constant length are treated, five probes with different length are provided for numerical simulation. The five
probes are different in length of carrier cable, \( l = 10, 20, 30, 40 \) and 50 m as listed in Table 2. The total length of the cable \( L \) is the length of carrier cable \( l \) plus that of guide cable \( l_c = 2.5 \) m. As mentioned in Section 2.2 (b), numerical simulation of the probe is approximately regarded as a momentary situation in which the inserted length of the probe into the helical part of the heating tube reaches \( L \). An initial condition was assumed to be static. The drag force of Eq. (10) simultaneously began to act on the all floats at the beginning of the simulation. At the same time, the probe began to move at a feeding speed \( u \). Time step size \( \Delta t = 0.0001 \) s was chosen for the step-by-step integration and time historical responses during \( t = 0 – 8 \) s were computed. The numerical simulations were impossible because of a numerical divergence when the time step size was larger than 0.0001 s in both the Newmark-\( \beta \) and the Wilson-\( \theta \) methods.

Displacements of the node corresponding to the sensor are shown in Fig. 11. Axial displacement \( x_j(t) \) and radial displacement \( y_j(t) \) are shown in Fig. 11(a and b), respectively. The vibration of the probe increases as the length of probe become longer. Particularly, the radial displacement rapidly increases between \( l = 30 \) and 40 m. Since the vibration of probe in experiment rapidly increased after the sensor passed through the middle point of the helical part (see Fig. 4), the results of the numerical simulation agree with the experimental results.

Fig. 11. Vibration of probe in insertion process: (a) axial and (b) radial displacements.

Finally, the inserted length of the probe into the helical heating tube reaches 55–60 m. Magnifications of the axial and the radial vibrations of \( l = 55 \) m (total length \( L = l + l_c (2.5\text{m}) = 57.5 \) m) are shown in Fig. 12(a and b). Other parameters were the same as the ones listed in Table 2. The vibrations during \( t = 1.0–2.5 \) s are plotted. It is confirmed that the axial and the
radial vibrations are weakly coupled. The locus of the vibration is plotted in Fig. 13(a). The horizontal axis indicates a fixed coordinate along the inner wall of the heating tube and the vertical axis shows the radial displacement. The probe is leaping around and shows an inchworm-like motion. The motion of the sensor in the experiment, where the inserted length of the probe into the helical part was about 57 m, is shown in Fig. 13(b). It was given by a tracing of the images of sensor, which was taken by a high-speed camera. Although both the axial and the radial motions in the experiment are larger than that of the simulation, the result of the simulation qualitatively agrees with the one of the experiment. The Fourier analysis of the axial and the radial vibrations of $L = 57.5$ m are shown in Fig. 14(a and b), respectively. The vibrations during $t = 0.5–4.5$ s, which are free from the transient response, are provided to the Fourier analysis. It is confirmed that the axial and the radial vibrations are coupled since an identical peak of $14$ Hz appears in both vibrations. The frequency of the coupled vibration in the experiment was about $20$ Hz, as mentioned in Section 2.1 c. There is a discrepancy between the experiment and the numerical simulation in this point. However, the results of numerical simulations are qualitatively similar to the ones of the experiment.

![Fig. 12. Vibration of probe; $l = 55$ m, $t = 1.0–2.5$ s: (a) axial and (b) radial displacements.](image_url)

![Fig. 13. Locus of probe; (a) numerical simulation of $l = 55$ m, $t = 1.8–2.2$ s and (b) in experiment, inserted length around 57 m.](image_url)

![Fig. 14. Frequency analysis of vibration; $l = 55$ m: (a) axial and (b) radial displacements.](image_url)
A numerical simulation of the probe without feeding (feeding speed \( u = 0 \) mm/s) was implemented. The length of carrier cable was \( l = 50 \) m, which showed a severe vibration with feeding speed \( u = 200 \) mm/s as shown in Fig. 11. Other parameters were the same as the ones listed in Table 2. This simulation corresponds to the experiment that the dry compressed air streamed in the heating tube but the probe was not fed as mentioned in Section 2.1 d. Displacements of the node corresponding to the sensor are shown in Fig. 15. Both the axial and the radial displacements converged at constant values after an initial transient response. This result is similar to the experiment. It follows that the experimental result without feeding is also supported by the numerical simulation.

More numerical simulations were implemented in order to enhance the validity of the analytical model. Numerical simulations with variation of feeding speed, diameter of the helix and air supply rate were implemented. Only one parameter (feeding speed, diameter of the helix or air supply rate) was changed, and the other parameters were the same as Table 2. The length of carrier cable was \( l = 50 \) m as well as the simulation of the non-feeding probe, Fig. 15. The simulations of feeding speed \( u = 100 \) and \( 400 \) mm/s, diameter of the helix \( d_h = 2.5 \) m and air supply rate \( Q = 40 \text{m}^3/\text{h} \) are shown in Figs. 16–18, respectively. In Fig. 16, the vibration of the probe became small at low feeding speed \( u = 100 \) mm/s, but large at high feeding speed \( u = 400 \) mm/s, compared with the result of \( l = 50 \) m in Fig. 11 (\( u = 200 \) mm/s). The vibration also became small in the case of large helical diameter (Fig. 17) and low supply rate of the air flow (Fig. 18). These results are similar to the experiments mentioned in Section 2.1 f. Note that in the case of \( Q = 40 \text{m}^3/\text{h} \), an ability to insert the actual probe is not guaranteed for lack of a drag force (Inoue et al., 2007).

---

**Fig. 15.** Response at \( u = 0 \) mm/s; \( l = 50 \) m: (a) axial and (b) radial displacements.

---

**Fig. 16.** Vibration of probe; \( l = 50 \) m: (a) axial and (b) radial displacements at feeding speed \( u = 100 \) mm/s, (c) axial and (d) radial displacements at \( u = 400 \) mm/s.
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Fig. 17. Vibration of probe; diameter of helix $d_h = 2.5$ m, $l = 50$ m: (a) axial and (b) radial displacements.

Fig. 18. Vibration of probe; air supply rate $Q = 40$ m$^3$/h, $l = 50$ m: (a) axial and (b) radial displacements.

The numerical simulation was qualitatively able to reproduce the experimental results. Thus, the validity of the analytical model obtained in this study was confirmed through the numerical simulations. It was demonstrated that the vibration of probe was caused by Coulomb friction between the floats and the inner wall of the heating tube.

4.2 Entire behavior of probe

A numerical simulation of the insertion process to the length of carrier cable $l = 55$ m is implemented, and the entire probe behavior is shown in Fig. 19. The other parameters are the same as the ones in Table 2. The total length of the cable is $L = l (55$ m) + $l_c (2.5$ m) $= 57.5$ m. Momentary shapes of the entire probe during $1.56$–$1.65$ s are displayed at an interval of $0.01$ s. Axial and radial displacements are shown in Fig. 19(a and b), respectively. Each of the horizontal axes in Fig. 19(a and b) indicates a distance from the entrance of the helical heating tube. It is a fixed coordinate along the helical heating tube. The root of the probe, which is supposed to be located at the entrance of the helical heating tube, corresponds to $L = 0$ m, and the top of the cable is situated at $L = 57.5$ m. The vertical axes in Fig. 19(a) indicate the axial displacements, and the ones in Fig. 19(b) indicate the radial displacements. Although the direction of the axial displacement in theordinate of Fig. 19(a) is the same as the coordinate along the heating tube $L$, it is displayed at right angles with the coordinate $L$. The sensor position is indicated as broken lines both in Fig. 19(a and b). The following characteristics are found in Fig. 19.

a. A shaded area in Fig. 19(a) indicates a segment in which a gradient of the axial displacement along the heating tube ($dx/dL$) obviously shows a negative value. The identical areas are also shaded in Fig. 19(b). We are able to observe a radial displacement in the shaded area. Furthermore, it becomes larger as the negative gradient of the axial displacement ($dx/dL < 0$) becomes steeper.

b. Local maxima of the axial displacement, points “A” and “B” in Fig. 19(a), move toward the top of the probe as the time step goes forward. This is a wave-like motion rather than a vibration. A reflection of the wave is not clearly observed in Fig. 19(a and b). It
seems that the noticeable peak at 14 Hz in Fig. 14 signifies the frequency of repetitiveness of the wave-like motion.

The countermeasures against vibration, which include a long guide cable and a large float of guide cable, were devised in order to reduce the RF sensor noise. It was confirmed that the countermeasures are effective in suppressing the vibration in the experiments. Although the countermeasures were empirically obtained, the entire behavior of the probe shown in Fig. 19 implies the mechanism of the countermeasures as follows:

Fig. 19. Entire behavior of probe in the insertion process: (a) axial and (b) radial displacements.

c. Large amplitudes in the radial displacement are limited in the area near the top of the cable.
a. The amplitude in the radial displacement is small at a position away from the top of the cable as shown in Fig. 19(b). The long guide cable keeps the sensor part away from the top of the cable, and the radial (displacement) vibration at the sensor position becomes small. Since the RF sensor noise is highly correlated to the radial vibration, it is reduced by means of the long guide cable. This effect has been also confirmed in the experiments (Inoue et al., 2007a).

b. In the shaded area in Fig. 19, where the gradient $dx/dL<0$, the driving force (drag force) acting on the probe is smaller than that of the non-shaded area. Originally, a tensile force acts on the probe in the insertion process. However, a “compressive force” is generated in the shaded area because of the lack of driving force, and the shaded area is pushed from the backward non-shaded area. Consequently, a kind of buckling happens and the probe in the shaded area, which is supposed to move in contact with the inside of the helical tube, rises off the inner wall of the heating tube. This phenomenon travels toward the top of the cable and makes the wave-like motion. At a fixed point, for example the sensor position, it appears as a vibration. This is the mechanism of the probe vibration. Similar rising (lift-off) phenomena were reported in previous studies (Bihan, 2002; Giguere et al., 2001; Tian and Sophian, 2005), but significant vibration was not reported in these studies. Relatively severe vibration induced by this rising phenomenon is a peculiar characteristic of this study. Since the shaded area is generated in the forward section of the probe, the large float of guide cable makes the driving force acting on the forward section large, and it reduces the “compressive force” acting on the shaded area. As a result, the large float of guide cable works to suppress the vibration at the sensor part.

### 4.3 Improvement of the countermeasure

The empirical countermeasures to suppress the vibration at the sensor part are supported by the numerical simulations. On the basis of the mechanism which suppresses the vibration, the following improvements are suggested:

a. Use of a longer guide cable. This acts on the principle that the vibration becomes smaller as the length between the sensor position and the top of cable becomes longer.

b. Further increase of the driving force of the guide cable. This makes the “compressive force” acting on the forward section of the probe relatively weak, and prevents the probe from rising off the inner wall of the heating tube.

c. Decrease the driving force of the carrier cable. This is similar to suggestion b. It directly reduces the “compressive force” toward the forward section of the probe by reducing the driving force of the backward section.

In reference to suggestion a, it makes the probe length inserted into the heating tube longer. Since the steam generator of the “Monju” has 140-layered heating tubes, use of an excessively long guide cable would negatively affect maintenance efficiency. Thus, a guide cable longer than 10m is undesirable in actual use. Suggestions b and c involve control of the drag force acting on the floats. There are two means to vary the drag force: One is to alter the float size, where the float is spherical. The other is to replace the float shape. However, it is difficult to practically use a non-spherical float as it would compromise the smooth passage of the probe. Hence, control of the drag force by alteration of the float size is considered here.
The inner diameter of the heating tube is 24.2 mm, and some points are smaller than 24.2 mm because of projections caused by welding. Consequently, a float diameter of 20 mm, which has been utilized in the countermeasure, seems to be the upper limit since a larger float would probably clog the heating tube. Thus, only suggestion c is adopted. The probe is fed into the upper side of the steam generator (see Fig. 1), goes down the heating tube, passes the helical part, goes up the straight part and reaches the upper side again. A strong driving force is needed when the probe passes the helical part and goes up the straight part of heating tubes. Thus, there is also a minimum float diameter in order to guarantee the driving force needed to propel the probe to achieve the inspection of the heating tubes. We choose the diameter for the float attached to carrier cable $d_f = 16$ mm.

The numerical simulation with these improvements, where the length of guide cable $l_G = 10$ m, the diameter of the float attached to guide cable $d_f = 20$ mm and the one to carrier cable $d_f = 16$ mm, is implemented. The length of carrier cable $l = 50$ m, (total length $L$ is 60 m) and the other parameters are the same as the ones in Table 2. The vibration at the sensor part is shown in Fig. 20. Suppression of the vibration at the sensor part is almost accomplished in the radial direction. Comparing this result with the one of $l = 50$ m in Fig. 11, the validity of this improvement is indisputable. We can assess that the performance of the improved probe is satisfactory to suppressing the vibration.
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Fig. 20. Vibration of probe in the insertion process with the proposed improvement, diameter of the float attached to the guide cable 20 mm, carrier cable 16mm and length of the guide cable $l_G = 10$ m: (a) axial and (b) radial displacements.

In 2010, the fast breeder reactor “Monju” in Japan resumed work after a long time tie-up of operation. The tie-up was cause by a leakage accident of sodium in a heat exchanging system. The resumption of “Monju” was the target of public attention. An improved probe based on this study practically come into service for the defect detection of heating helical tubes installed in “Monju”. A reliable inspection is performed and it has kept a safe operation of “Monju”.

5. Conclusions

A defect detection of a helical heating tube installed in a fast breeder reactor “Monju” in Japan is operated by a feeding of an eddy current testing probe. A problem that the eddy current testing probe vibrates in the helical heating tubes happened and it makes the detection of defect difficult. In this study, the cause of the vibration of the eddy current testing probe was investigated. The results are summarized as follows:

a. The cause of the vibration was assumed to be Coulomb friction and an analytical model of the vibration incorporating Coulomb friction was obtained.

b. An effectual algorithm for the numerical simulation of the eddy current testing probe was formulated by applying the Transfer Influence Coefficient Method to the equation of motion derived from the analytical model.
c. The results of numerical simulations qualitatively reproduced the several characteristics of the vibration of the eddy current testing probe, which were obtained by experiments. The validity of the assumption that the vibration is cause by Coulomb friction was confirmed by an agreement between the results of experiments and numerical simulations.

d. The probe’s motion in its entirety under the vibration conditions was obtained by the numerical simulation. The mechanism of the vibration and the countermeasures were revealed through a discussion on the probe’s entire motion.

e. An improvement of the countermeasure was proposed based on the probe’s entire motion. The validity of the proposed improvement was demonstrated through a numerical simulation. The improvement was effective both in the insertion and the return processes.
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