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1. Introduction

Also known in literature as belief networks, causal networks or probabilistic networks, Bayesian networks (BN) can be seen as models that codify the probabilistic relationships between the variables that represent a given domain (Chen, 2001); being one of the most prominent when considering the easiness of knowledge interpretation achieved. These models possess as components a qualitative (representing the dependencies between the nodes) and a quantitative (conditional probability tables of these nodes) structure, evaluating, in probabilistic terms, these dependencies (Pearl, 1988). Together, these components provide an efficient representation of the joint probability distribution of the variables of a given domain (Russel and Norvig, 2003).

An abundance of papers in literature study BNs and the many aspects and characteristics of their inherent architecture. The development of these studies have led the BNs to be known in many areas out of their original scope, and their application and capabilities are still being passed on to many other areas and domains. BNs are more known and popularised by the name of Bayesian networks.

The wide study and evolution of BNs has led not only to a spread in their usability, but also, perhaps most importantly, to their development and improvement. Their features (e.g. graphical modelling, representation, inference, analysis, diagnosis, etc.) have been carefully studied, and provided us with both enhanced quality and performance. The studies heretofore are, however, still a fraction of what can still be accomplished; for, as it holds true similarly as in many other models, there is plenty of room for improvements, whether it is on particular aspects, discovering new applications, creating new hybrid systems or models with its theoretical principles, etc.

The fact remains that BNs are now widely used in the most varied areas of study, and their use has spread such that nowadays they are not only limited to researchers, but also used by regular users, perhaps even unaware of the theory and mathematics behind them. Free and
commercial versions of programs implementing their algorithms are easily available and accessible.

This paper is mainly focused on the inference and representation of BNs. The main objectives are as follows: (i) present a time analysis approach for BNs based on Markovian models by using a graphical representation to model the networks’ attributes and transitions; (ii) allow to directly model the effect of inferences in all the attributes of the network within their state space and instances of time; and (iii) to make possible for analyses of inferences considering the order that they are applied.

In section 2, some concepts of probabilistic networks are presented. The theoretical model proposed here is presented in section 3. The description of the model is target of section 4. Section 5 shows a case study application. In section 6, the final remarks are presented.

2. Probabilistic networks

A probabilistic network is composed of several nodes, with each node representing a variable (i.e. an attribute of the domain); arcs connecting them and whose direction implies in the relation of dependency between the variables; and probability tables for each node.

One of the major advantages of BNs is their semantics, which facilitates, given the inherent causal representation of these networks, the understanding and the decision making process for the users of these models [2]. This is basically because the relations between the variables of the domain can be visualised graphically, besides providing an inference mechanism that allows quantifying, in probabilistic terms, the effect of these relations.

We will consider here the notation for the probability of an event \( b \) given the evidence of \( a \) as 
\[
P(b \mid a) = \frac{P(a \mid b)P(b)}{\sum_{b'} P(a \mid b')P(b')}
\]

The analysis of BN presented here excludes the initial activity of creation of the BN graphical structure, assuming it has been previously made. This step is, however, of extreme importance, being when the independence relations are discovered (whether automatically or with the help of a domain expert).

The learning of the network’s model is also complemented by the learning its parameters (i.e. the associated probabilities of the attributes), thus creating the structure representation (qualitative and quantitative). We will abstain to further detail this aspect here, but there are many papers in literature that study the learning of graphical representation of the PN and its details, among them (Cooper and Herskovitz, 1992), (Li et al., 2004), (Santana et al., 2007), (Spirtes et al., 1994) and (Zheng and Kwoh, 2004).
It can, then, be seen that BN represent a time variant model, representing the relations between the variables of a domain. Such relations are thus modelled in an architecture composed of nodes and directed arcs, and the direction of these arcs represent a relation of cause and effect; which, by definition implies on a relation of time, however brief it might be.

3. Background and theoretical model

In most works presented in literature, time analysis is made by using time series models. However, techniques such as dynamic Bayesian networks (DBN) (Murphy, 2002), hidden Markov models (HMM) (Rabiner and Juang, 1986) or Kalman filters (Kalman, 1960) are more appropriate when there is a need to study the dependencies between variables, adding also a probabilistic reasoning. Hidden Markov models and Kalman filters can also be considered as particular cases of dynamic Bayesian networks (Nilsson, 1998).

The model presented here differs from the application of temporal or dynamic Bayesian networks, in which the time constraints are seen differently. While we observe each directed arc as the representation of a given instance of time $t$; in a DBN, the full network structure is considered, remaining unchanged for each $t$, which is held separately.

The data model for a time series can be represented as a structure formed by a time scale with a number of $k$ cases, where $k = 1,2,...,t$; a number of $j$ attributes $j = 1,2,...,p$, usually divided into $i$ discrete objects (or time intervals) which repeat throughout the studied period of time. Figure 1 presents the time series model according to the data cube representation (Dillon and Goldstein, 1984).

Fig. 1. Data cube structure.

A classical initial problem when working with BNs in the time would be the existing need to built conditional probability tables for each discrete unit of time analysed. Thus, a stationary random process is often assumed.
In the work described here, the time analysis and transition preceding from the BN are modeled into a discrete time Markov chain. Providing with means to compute, for example, the effect of a given inference after \( n \) units of time or how many units of time would take to achieve desirable probabilistic states for the attributes.

The approach presented uses the qualitative and quantitative data of the BN by modelling, for a given variable, a Markovian time transition matrix according to a first-order process; but also intrinsically considering the other variables of the domain, which might also influence in the behaviour of this attribute. This is because a BN can be seen as an array of attributes that might influence on one another over time.

To exemplify the model, a simple example of a BN can be considered, composed by only two variables: Grade and Study, where the grade obtained on a given test depends on the amount of study applied. It is also assumed that the tests are taken on a monthly time scale. It is considered as possible values for the attributes the following: Study (Hard, Medium, Little); and Grade (Excellent, Good, Regular).

![Bayesian network for variables Grade and Study.](image)

Following the Markovian modeling, what we are seeking to obtain is the time instant that, given an inference, a determined probability configuration of an attribute would happen (e.g. considering our example, given that we study Hard, when we would obtain a grade Excellent with probability of 70\%, Good with 25\% and Regular with 5\%).

Given that what we seek is in fact the new configuration of a determined attribute, what we end up needing is to set up the Markovian transition matrix of this attribute. This is done by mapping the transition probabilities for the states of the attribute onto the matrix, based on the conditional probabilities that it possesses given its dependencies with the other attributes (e.g. also considering the example, we must map the transition probabilities of Grade for: Excellent and pass to Good, Excellent to Regular, Excellent and achieving Excellent again etc). That is, we would have to compute the transition probabilities for the states of a given variable, which Markovianly speaking we can anagously see as the transition probability to achieve a state \( N_{t+1} \) based on \( N_t \). Hence we seek to find the probability \( P(N_{t+1} = s_y \mid N_t = s_x) = p_{xy} \); thus creating a Markov transition matrix, according to the model in Table 1.
Table 1. Model of the Markov transition matrix to be mounted

<table>
<thead>
<tr>
<th>Grade</th>
<th>Excellent</th>
<th>Good</th>
<th>Regular</th>
</tr>
</thead>
<tbody>
<tr>
<td>Excellent</td>
<td>$p_{EE}$</td>
<td>$p_{EG}$</td>
<td>$p_{ER}$</td>
</tr>
<tr>
<td>Good</td>
<td>$p_{GE}$</td>
<td>$p_{GG}$</td>
<td>$p_{GR}$</td>
</tr>
<tr>
<td>Regular</td>
<td>$p_{RE}$</td>
<td>$p_{RG}$</td>
<td>$p_{RR}$</td>
</tr>
</tbody>
</table>

However, considering only the factor of study in relation to the grade is not enough to verify the relation of the variable *Grade* with itself and to make the transition between its states, as the Markov transition matrix would immediately converge to the stationary state. So, we must also consider the value of the attribute *Grade* at a previous point of time, acting together with the variable *Study* and thus obtaining the transition relations for the variable *Grade*.

For such, the first record in the existing historical database is ignored so that we can insert in the analysis, analogously to a 1st order Markovian process, the Previous Grade obtained. Tables 2 and 3 present the marginal and conditional (Study, Grade and the Grade in the previous period) probabilities of the Current Grade considering the Study and the Previous Grade (Grade-1).

Table 2. Initial probabilities of the Bayesian network.

<table>
<thead>
<tr>
<th>Study</th>
<th>Grade</th>
<th>Grade-1</th>
</tr>
</thead>
<tbody>
<tr>
<td>Ha</td>
<td>Excellent (E)</td>
<td>0.210</td>
</tr>
<tr>
<td>Medium (Me)</td>
<td>Good (G)</td>
<td>0.467</td>
</tr>
<tr>
<td>Little (Li)</td>
<td>Regular (R)</td>
<td>0.323</td>
</tr>
</tbody>
</table>

Table 3. Conditional probabilities of the Bayesian network – $P(\text{Grade} \mid \text{Study} \cap \text{Grade-1})$.

<table>
<thead>
<tr>
<th>Study $\cap$ Grade-1</th>
<th>E</th>
<th>G</th>
<th>R</th>
</tr>
</thead>
<tbody>
<tr>
<td>Ha $\cap$ E</td>
<td>0.934</td>
<td>0.033</td>
<td>0.033</td>
</tr>
<tr>
<td>Ha $\cap$ G</td>
<td>0.333</td>
<td>0.333</td>
<td>0.333</td>
</tr>
<tr>
<td>Ha $\cap$ R</td>
<td>0.333</td>
<td>0.333</td>
<td>0.333</td>
</tr>
<tr>
<td>Me $\cap$ E</td>
<td>0.491</td>
<td>0.491</td>
<td>0.018</td>
</tr>
<tr>
<td>Me $\cap$ G</td>
<td>0.033</td>
<td>0.934</td>
<td>0.033</td>
</tr>
<tr>
<td>Me $\cap$ R</td>
<td>0.018</td>
<td>0.491</td>
<td>0.491</td>
</tr>
<tr>
<td>Li $\cap$ E</td>
<td>0.333</td>
<td>0.333</td>
<td>0.333</td>
</tr>
<tr>
<td>Li $\cap$ G</td>
<td>0.018</td>
<td>0.491</td>
<td>0.491</td>
</tr>
<tr>
<td>Li $\cap$ R</td>
<td>0.033</td>
<td>0.033</td>
<td>0.934</td>
</tr>
</tbody>
</table>
The calculations for the Markov transition matrix would follow:

\[ P_{EG} = P(E) \times \left[ P(G \mid Ha \cap E)P(Ha) + P(G \mid Me \cap E)P(Me) + P(G \mid Li \cap E)P(Li) \right] \]  

(2)

Generalizing, the Markovian transition matrix (Table 4) will be computed by mapping the transition probabilities of the states of a given variable; that is, the transition probability to achieve \( N_{t+1} \) based on \( N_t \), being \( P(N_{t+1} = s_y \mid N_t = s_x) = P_{xy} \).

\[
\begin{bmatrix}
  x_1^{t+1} & x_2^{t+1} & \cdots & x_n^{t+1} \\
  p_{x_1} & p_{x_1x_2} & \cdots & p_{x_1x_n} \\
  p_{x_2x_1} & p_{x_2} & \cdots & p_{x_2x_n} \\
  \vdots & \vdots & \ddots & \vdots \\
  p_{x_nx_1} & p_{x_nx_2} & \cdots & p_{x_n} \\
\end{bmatrix}
\]

Table 4. General model of the Markov transition matrix.

The probabilities \( P_{xy} \) for the transition matrix are calculated according to:

\[
P_{xy} = \frac{\sum_{i=1}^{n} P(s_y \mid s_x \cap Pa_i) \times P(Pa_i)}{\sum_{j=1}^{m} \sum_{k=1}^{n} P(s_i \mid s_x \cap Pa_k) \times P(Pa_k)}
\]

(3)

where \( s \) represents the observed variable and its respective states; \( Pa \) is the variable that represents the parents of variable \( s \); \( m \) is the number of states the attribute can assume; and \( n \) is the number of possible states and/or combinations that the parents of this attribute can assume.

Consisting the denominator of the equation only as a normalized function (\( \alpha \)), we have:

\[
P_{xy} = \alpha \sum_{i}^{n} P(s_y \mid s_x \cap Pa_i) \times P(Pa_i)
\]

(4)

Calculating from (4), we obtained the Markov transition matrix (represented by the letter \( P \)), presenting the transition probabilities for the states of the variable studied. For the considered example, we would have (Table 5):

Table 5. Markov transition matrix obtained.

Table 6. States transition matrix in the step \( n = 3 \).

Table 7. Transition matrix considering the inference made - Study: Medium.
The calculations for the Markov transition matrix would follow:

\[
\begin{bmatrix}
E & G \\
G & L
\end{bmatrix} = \left( \begin{bmatrix}
P(E) & P(G|H_aE)P(H_a) & P(G|M_eE)P(M_e) & P(G|L_iE)P(L_i)
\end{bmatrix} \right) \times \left( \begin{bmatrix}
P(E) & P(G|H_aE)P(H_a) & P(G|M_eE)P(M_e) & P(G|L_iE)P(L_i)
\end{bmatrix} \right)
\]

(2)

Generalizing, the Markovian transition matrix (Table 4) will be computed by mapping the transition probabilities of the states of a given variable; that is, the transition probability to achieve \(\text{t+}^N\) based on \(\text{t}^N\), being \(s_{xy} = \sum_{i=1}^{\text{t}^N} x_i y_i\).

Table 4. General model of the Markov transition matrix.

The probabilities \(s_{xy}\) for the transition matrix are calculated according to:

\[
P(s_{xy}) = \sum_{i=1}^{\text{t}^N} x_i y_i
\]

(3)

where \(Pa\) represents the observed variable and its respective states; \(m\) is the number of states the attribute can assume; and \(n\) is the number of possible states and/or combinations that the parents of this attribute can assume.

Consisting the denominator of the equation only as a normalized function \((\alpha)\), we have:

\[
P(s_{xy}) = \sum_{i=1}^{\text{t}^N} x_i y_i
\]

(4)

Calculating from (4), we obtained the Markov transition matrix (represented by the letter \(P\)), presenting the transition probabilities for the states of the variable studied. For the considered example, we would have (Table 5):

<table>
<thead>
<tr>
<th>Grade</th>
<th>Excellent</th>
<th>Good</th>
<th>Regular</th>
</tr>
</thead>
<tbody>
<tr>
<td>Excellent</td>
<td>0.497</td>
<td>0.378</td>
<td>0.125</td>
</tr>
<tr>
<td>Good</td>
<td>0.068</td>
<td>0.707</td>
<td>0.225</td>
</tr>
<tr>
<td>Regular</td>
<td>0.065</td>
<td>0.318</td>
<td>0.618</td>
</tr>
</tbody>
</table>

Table 5. Markov transition matrix obtained.

Furthermore, to find the probability vector at a given time \(n\), we need only to calculate the \(n\)th power of the probability matrix \(P^{(n)}\), as described by the Equations of Chapman - Kolmogorov (Bolch et al., 1988).

\[
P^{(n)} = P^{(m)} \times P^{(m-n)}
\]

(5)

where \(P^{(n)}\) is the transition matrix in the step \(n\); and thus \(P^{(n)} = P^n\).

Thus, following on the example, if the unit of time is discretized in months and if we wanted to obtain the probabilities for the grades occurrence three months from now, we would have to find the power \(P^3\) of the matrix (Table 6).

<table>
<thead>
<tr>
<th>Grade</th>
<th>Excellent</th>
<th>Good</th>
<th>Regular</th>
</tr>
</thead>
<tbody>
<tr>
<td>Excellent</td>
<td>0.1878</td>
<td>0.5274</td>
<td>0.2851</td>
</tr>
<tr>
<td>Good</td>
<td>0.1085</td>
<td>0.5561</td>
<td>0.3359</td>
</tr>
<tr>
<td>Regular</td>
<td>0.1071</td>
<td>0.4976</td>
<td>0.3974</td>
</tr>
</tbody>
</table>

Table 6. States transition matrix in the step \(n = 3\).

The analysis presented (Tables 5 and 6), considered the behavior of the domain, given the available data, in time without any inference being made. Such analysis, however, can also be made, thus providing make the analysis in time given the evidence of a determined state of a variable, being able, as well, to consider its impact in a given time step. As example, considering as fact that the level of Study applied to make the test was Medium, we would have (Table 7):

<table>
<thead>
<tr>
<th>Grade</th>
<th>Excellent</th>
<th>Good</th>
<th>Regular</th>
</tr>
</thead>
<tbody>
<tr>
<td>Excellent</td>
<td>0.491</td>
<td>0.491</td>
<td>0.018</td>
</tr>
<tr>
<td>Good</td>
<td>0.033</td>
<td>0.934</td>
<td>0.033</td>
</tr>
<tr>
<td>Regular</td>
<td>0.018</td>
<td>0.491</td>
<td>0.491</td>
</tr>
</tbody>
</table>

Table 7. Transition matrix considering the inference made - Study: Medium.
Thus, considering the inference made, we would have in a step $n = 3$ the following matrix (Table 8).

<table>
<thead>
<tr>
<th>Grade \ Grade</th>
<th>Excellent</th>
<th>Good</th>
<th>Regular</th>
</tr>
</thead>
<tbody>
<tr>
<td>Excellent</td>
<td>0.150</td>
<td>0.805</td>
<td>0.045</td>
</tr>
<tr>
<td>Good</td>
<td>0.054</td>
<td>0.892</td>
<td>0.054</td>
</tr>
<tr>
<td>Regular</td>
<td>0.045</td>
<td>0.805</td>
<td>0.150</td>
</tr>
</tbody>
</table>

Table 8. Transition matrix in the step $n = 3$ considering the inference made - Study: Medium.

To go back from the Markovian transition matrix to the marginal probabilities of the variable we apply (6).

$$P(s'^t_x) = \sum_i^n p_{ix} \times P(s'^{t-1}_i)$$

From (6), the probabilities for each state of the attribute Grade in a time period $n = 3$ given the inference of Medium Study can be found. The probabilities for the attribute Grade considering the example given here are as follow: Excellent 0.083, Good 0.834 and Regular 0.083.

4. Model description

In order to keep track of the whole network, and allow to directly model the effect of inferences in all the attributes of the network – and not just one at a time, as it was initially specified in [4] – we will first ascertain the diagram representation, to which we will map the BN.

We take a simple example of a BN (Fig. 3), for sake of simplicity, from which we will explain and build our model. The BN consists of six binary variables $X = \{A, B, C, D, E, F\}$.
In Fig. 3 we see the existence of five arcs \((a_1 \text{ to } a_5)\) connecting the six variables of the BN, considering \(\tau\) as the set of all \(r\) arcs in a BN, whereas \(\tau = [a_1, a_2, \ldots, a_r]\) and each arc connects two nodes of the network. Notably, each arc of \(\tau\) can represent a different time instant in the domain’s transition timeline, from which an event (cause) inferred in the network will take to present an impact (effects) in the node directly connected to it.

We insert here the definition of \(\text{eras}\). While this concept might be familiar to some, and has been applied in the literature of quantum networks (Tucci, 1998), we use it here with some different considerations, pending toward the analysis of each node.

The set of eras \(E\), where \(E = \varepsilon_1, \varepsilon_2, \ldots, \varepsilon_n\), could be specified by removing successive layers of nodes [16], either internally (starting from the root nodes) or externally (starting from the leaf nodes). Considering the network in Fig. 3, by removing each layer of root nodes one after the other, we would have the eras as depicted in Fig. 4a. Similarly, by removing the layers of external nodes, the schemata would be as shown in Fig. 4b.

![Fig. 4](image-url) (a) BN separated by eras considering root nodes removal; (b) BN separated by eras considering external nodes removal.

In the model proposed here, the eras can also be built starting from either the root or leaf nodes. For each era, separated space instants are drawn for each of the nodes held therein. For each of these spaces, a sub-network is placed, consisting of the node and its parents. From the BN graphical structure in Fig. 3, a temporal structure for the theoretical model presented here is built, as presented in Fig. 5.
In the diagram shown in Fig. 5 we separate the nodes of the network according to their dependencies and order of transitions. To visualize the network in this manner is useful when we consider that, for the Markovian time analysis that is induced, the transition matrix is calculated based on the individual node and the other nodes it is directly correlated.

The criteria for the subnets differs, however, for the one of a Markov blanket (Lauritzen, 1996), which, for any node in a BN, represents the set of nodes comprising the parents, the children, and the parents of the children of the node of interest (Chang et al., 2000); consisting here of a given node and its directly related parents as root nodes. To account for the diagnosis type of evidence analysis, however, which involves the backward flow in the active trail of the inference, the consideration of all correlated nodes involved would be necessary for the calculation of the transition matrix (thus making use of the entire Markov blanket space).

As described previously, the model presented here focuses on the analysis and inference method of the BN. The former is applied here by building a corresponding time specific model characterized by the transition of successive eras, from which the latter will take place by following classical search parameters (Pearl, 1988) for the inference calculation processing, defined by (4).

According to the probability rules of which BNs are based, and together with their graphical structure, it can be easily seen the reason for which an order of occurrence for multiple evidences in a BN cannot be defined. We can, however, make assumptions here to account the impact of such ordering, and to consider the evidences as being simultaneous or successive.

As it was stated, we can see the more than intrinsic relation between both, that is, that causal influence determines temporal relationship - as cause regularly precedes its contiguous
effect (Hume, 1975). Thus the temporal order is determined by the causal order (Carrier, 2003). Again, considering every arc in \( \tau \) as a time transition instant.

The idea that the order of occurrence for multiple evidences cannot be defined in BNs presents as a faculty toward simultaneity, in which mutual evidences in the system are tied together. Such need for ordering might be irrelevant though, as the single probabilistic effect of each evidence can be differentiated by the path of causal arcs and the probability values.

So, while their evidence is made simultaneously, their effect can be seen as successive. The exception might be for the inferences made on the parent nodes of the given variable. In fact, unless the events are bound to the same space, their simultaneity in a given frame do not imply a simultaneity in another. Hence their grouping in subnets, for states that are simultaneous in experience stand in interaction with one another and are mutually tied together (Kant, 1787).

But what if, disregarding their causality order of the BN structure, a temporal analysis: as to an evidence \( e_a \) is made, and only after \( n \) units of time an evidence \( e_b \) is considered?

Taking the example of Fig. 5, and the evidence \( P(E = e \mid C = c \land B = b) \), being \( e_a \) and \( e_b \) as \( (C = c) \) and \( (B = b) \), respectively, and \( n = 2 \). In this example, the influence of evidence \( e_a \) over \( C \) is continuous long before \( e_b \) is applied. A successive application of (4) would account on such matters of differently temporal instantiation of inferences (7).

\[
P(a \mid e_1, \ldots, e_n) = \alpha \sum_{t=1}^{n} P(e_t \mid a) P(e_t)
\]

It is important to notice that such assumption is only possible on some domain analysis. In the sense that, considering a model in which \( e_a \) would bring to an ultimate absorbing state (e.g. death, destruction, a deadlock in the system, etc.), no size of \( n \) or evidence \( e_b \) would cause any change of state.

The model presented here can also address such matter of evidence ordering; using (3) for building the transition matrix and thereon applying inferences according to the order of evidences \( e_t \) and their given time instant \( t \). The transition model for our current example (Fig. 3 and 5) can be seen as described in Fig. 6.
We are thus able to calculate the probabilities of the attributes in their time transitions, visualising the impact of the inferences as they progress. It is also elastic enough to allow the insertion of a new evidence at any time frame, visualising the influence of the evidences according to the order that they occur.

5. Case study application

An example of application of the proposed model in a case study in the area of power systems is presented next, ratifying the applicability of the method.

The analysis presented is part of a study made in (Rocha et al, 2006), to establish prospections for the consumption of energy in a given region. One of the most desired aspects for power suppliers is the acquisition/sale of energy for a future demand. However, power consumption forecast is characterized not only by the variables of the power system itself, but also related to socio-economic and climatic factors.

Since the methods for load forecast use only the consumption data, it was necessary to offer means to analyze the correlations. Hence the use of Bayesian networks to codify the probabilistic relations of the variables and to make inferences on the conditions of the power system from the historical consumption and its correlation with the climatic and socio-economic data.

We present an application of the model for the power suppliers to project and correlate these parameters, studying the progression of their behaviour through time.
The data used in the work referred to a study of correlations for the consumption of energy of the city of Oriximiná - Pará and the climatic factors, established in a monthly time scale.

The database is composed by ten variables, with eleven arcs connecting them in the BN (Figure 7). The attributes denote the observed types of power consumption (residential, commercial, industrial and public) and climatic factors (temperature, relative humidity and pluviometric rate).

Fig. 7. Bayesian network correlating the Power consumption and the climatic factors

The analysis considered for example intends to study the changes occurred in the probabilities of the variable of commercial consumption (commercial), given an inference in the increase of the pluviometric rate, assuming this constant increment in a period of six months. The attribute of pluviometric rate (pluv_r), used to infer in the BN model, is a continuous variable by nature; its values, however, are presented as discretized in five states, according to the frequency of their values, which vary from a value of 1.479 to a maximum of 315.292 mm; the variable commercial, which represents the power consumption (in MW) in the commercial sector, had its values discretized in five states as well, varying from 126,918 to 219,649. The discretized states are displayed in Table 9.

<table>
<thead>
<tr>
<th>Pluv_r</th>
<th>Commercial</th>
</tr>
</thead>
<tbody>
<tr>
<td>[1.497 → 32.408]</td>
<td>[126,918 → 148,047]</td>
</tr>
<tr>
<td>[32.408 → 43.422]</td>
<td>[148,047 → 160,840]</td>
</tr>
<tr>
<td>[43.422 → 88.154]</td>
<td>[160,840 → 174,684]</td>
</tr>
<tr>
<td>[88.154 → 161.583]</td>
<td>[174,684 → 195,908]</td>
</tr>
<tr>
<td>[161.583 → 315.292]</td>
<td>[195,908 → 219,649]</td>
</tr>
</tbody>
</table>

Table 9. Discretized states of the variables pluv_r and commercial
The progression of the commercial consumption given the established hypothesis is computed according with the Equation (4), thus obtaining the Markovian transition matrix for the observed variable, as presented in Table 10. The discretized states (range of values), pointed in Table 9, are, for simplification, represented by labels from \( C_1 \) to \( C_5 \), according to the increasing values of its states.

\[
P = \begin{bmatrix}
C_1 & C_2 & C_3 & C_4 & C_5 \\
C_1 & 0.371 & 0.371 & 0.086 & 0.086 & 0.086 \\
C_2 & 0.319 & 0.191 & 0.391 & 0.049 & 0.049 \\
C_3 & 0.049 & 0.238 & 0.427 & 0.143 & 0.143 \\
C_4 & 0.078 & 0.078 & 0.205 & 0.360 & 0.278 \\
C_5 & 0.116 & 0.116 & 0.116 & 0.301 & 0.351 
\end{bmatrix}
\]

Table 10. Markovian transition matrix for the variable of power consumption

Its equivalent obtained after the sixth iteration, that is, the Markovian matrix representing the transition probabilities after a six months period, is presented in the following table.

\[
P^6 = \begin{bmatrix}
C_1 & C_2 & C_3 & C_4 & C_5 \\
C_1 & 0.181 & 0.205 & 0.266 & 0.176 & 0.171 \\
C_2 & 0.179 & 0.203 & 0.265 & 0.177 & 0.172 \\
C_3 & 0.177 & 0.201 & 0.264 & 0.181 & 0.175 \\
C_4 & 0.175 & 0.199 & 0.262 & 0.184 & 0.177 \\
C_5 & 0.176 & 0.199 & 0.262 & 0.183 & 0.177 
\end{bmatrix}
\]

Table 11. Markovian transition matrix after the transition of six time units

Applying Equation (6), the marginal probabilities for the given analysis can be obtained again, identifying the following distributions for the commercial variable: \( C_1 = 0.1776; C_2 = 0.2014; C_3 = 0.2638; C_4 = 0.1802; \) and \( C_5 = 0.1744 \). Resulting in an update in the probabilities of the events and a presents the evidence of a higher consumption in the intermediate state, which ranges the values from 160,840 to 174,684 MW.

**6. Remarks on the presented work**

This work described a Markovian approach to represent the variables in a probabilistic network and their behavior throughout time, providing with a method for visualising and capturing their correlations.
The use of a Markovian model introduces advantages from its mathematical basis: the assumption that the present state depends only of its previous state and, adding to it, the fact that the Markovian models possess relatively simple solutions compared to its computational effort and to the mathematical complexity involved; which stimulates and facilitates its use.

A Markovian approach for time transition is shown, highlighting the use of the network’s structure, that alone expresses the relations of dependence and causality among the variables; and the probabilities associated to them, which serve as a basis for the creation of the Markovian transition matrix. Thus providing means for the study of the probabilistic transitions of the observed events, considering or not inferences, throughout the time.

The model also provides for the analysis of inferences considering the order in time that that they are applied in the network. This fact allows extending the interpretability of the probabilistic networks and adjusting them even further for applications of the real world.

7. References


Bayesian networks are a very general and powerful tool that can be used for a large number of problems involving uncertainty: reasoning, learning, planning and perception. They provide a language that supports efficient algorithms for the automatic construction of expert systems in several different contexts. The range of applications of Bayesian networks currently extends over almost all fields including engineering, biology and medicine, information and communication technologies and finance. This book is a collection of original contributions to the methodology and applications of Bayesian networks. It contains recent developments in the field and illustrates, on a sample of applications, the power of Bayesian networks in dealing the modeling of complex systems. Readers that are not familiar with this tool, but have some technical background, will find in this book all necessary theoretical and practical information on how to use and implement Bayesian networks in their own work. There is no doubt that this book constitutes a valuable resource for engineers, researchers, students and all those who are interested in discovering and experiencing the potential of this major tool of the century.
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