1. Introduction

Our detailed problem is one of having multiple orthogonal sensors that are each able to observe different objects, but none can see the whole assembly comprised of such objects. Further, our sensors are moving so we have positional uncertainties located with each observed object. The problem of associating multiple time based observations of a single object by fusing future estimate covariance updates with our best estimate to date and knowing which estimate to assign to which current location estimate becomes a problem in bias elimination or compensation. Once we have established which objects to fuse together, next we must determine which objects are close enough together to be related into a possible assembly. This requires a decision to determine which objects to group together. But if a group of nearby objects is found, how are their spatial locations best used? Simply doing a covariance update and combining their state estimates yields a biased answer, since the objects are “not” the same and “not” superimposed. Therefore, naive covariance updating yields estimates of assemblies within which we find no objects. Our proposed spatial correlation and voting algorithm solves this spatial object fusion problem.

The spatial voting (SV) concept for the object to assembly aggregation problem is based on the well-known principles of voting, geometry, and image processing using 2D convolution (Jaenisch et.al., 2008). Our concept is an adaptation of the subjects as covered in Hall and McCullen (2004) which are limited to multiple sensors, single assembly cases. Our concept is an extension to multiple orthogonal sensors and multiple assemblies (or aspects of the same assembly). Hall and McCullen describe general voting as a democratic process. Hard decisions from M sensors are counted as votes with a majority or plurality decision rule. For example, if M sensors observe a phenomena and make an identity declaration by ranking n different hypothesis, summing the number of sensors that declare each hypothesis to be true and taking the largest sum as the winner forms an overall declaration of identity. From this, it is easy to see that voting many times reduces to probabilities or confidences and their efficient mathematical combination. Typically, this is where either Bayes’ rule or other covariance combining methods are used such as covariance updating and Klein’s Boolean voting logic (Klein, 2004). However, all of these methods are still probabilistic.
SV reduces object location uncertainty using an analog method by stacking and tallying, which results in a vote. It is common with probabilistic methods to assume the assembly is at the center of the estimate with some uncertainty. In our spatial approach, we don’t make that assumption. Rather, SV states that the object is located with confidence somewhere in the area. The larger the area, the higher the confidence that one or more objects will be contained within its boundary, which is the opposite approach taken in traditional covariance confidence updating.

2. Approach

In SV, the sensor report ellipses are stacked and the aggregation becomes a tally or vote. This results in a growing landscape of overlapping ellipses. By collecting assembly object estimates throughout one full epoch, a full landscape of all the best available assembly sensor reports and locations are obtained. By convolving this array with a 2-D spatial kernel, it is possible to achieve correlation based on a mission controlled setting for choosing a 2-D kernel of the necessary spatial extent. For our application, the grid exists as a 128 x 128 element array that is a total size of 128 x 128 meters. Each unit on the grid is 1 square meter, and we wish to fuse elements up to 5 meters apart using a suitable 5m x 5m kernel. Spatial averaging combines by blending high regions in the array that are approximately 5 meters apart or less into a continuous blob. The blob is then isolated by calculating an adaptive threshold from the frame and zeroing everything below the threshold. The resultant hills are projected down to the x and y-axis independently and the local sub pixel regions are extracted. The pixel regions are used to calculate spatial extent in the form of a covariance for the extracted region for the newly discerned assembly. Finally, each located assembly is evaluated to estimate total confidence of the assembly being significant or anomalous and the assembly labeled accordingly.

3. Algorithm Description

A flowchart for the SV algorithm is given in Fig. 1 on the top of the next page. SV has been implemented in MathCAD 14 and this implementation is included in Fig. 8 – 13 as a SV simulation shown later in this chapter. The SV simulation allows Monte Carlo cases to be generated (explained in Section 5). The example case described in this section is the first Monte Carlo case (FRAME=0) generated by the MathCAD simulation. To initialize the SV process, first define the dimensions of the detection space. For our example case, the size of the grid is 128 x 128 grid units. Each grid unit is 1 meter by 1 meter in size. Next, define the spatial extent over which objects are to be fused together as assemblies. This defines the size (or spatial extent) of the spatial convolution kernel (spatial correlator) that we apply to the detection space once the centroid and covariance defined ellipse representations (derived encompassing rectangles) are stacked. The kernel size is given by

\[
\text{Kernel Size} = \frac{\text{Spatial Extent}}{\text{Grid Resolution}}
\]  

(1)

where kernel size is in number of grid units, and spatial extent and grid resolution are in meters.
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\[ \text{ResolutionGrid} = \frac{\text{ExtentSpatialSizeKernel}}{\text{ResolutionGrid}} \]

where kernel size is in number of grid units, and spatial extent and grid resolution are in meters.

![Fig. 1. Spatial Voting (SV) process flowchart.](image)

The spatial convolution kernel (Jain, 1989) (NASA, 1962) is the equivalent kernel shown in Equation (2c), which is a 5m x 5m (with very little effect past 2m) matrix resulting from the convolution of the two low-pass or smoothing kernels used in image processing given in Equations (2a) and (2b).

\[
\begin{align*}
\text{Kernel}_{\text{LowPass}} & = \begin{bmatrix} 1 & 1 & 1 \\ 1 & 3 & 1 \\ 1 & 1 & 1 \end{bmatrix} & (a) & \text{Kernel}_{\text{Gaussian}} & = \begin{bmatrix} 1 & 2 & 1 \\ 2 & 4 & 2 \\ 1 & 2 & 1 \end{bmatrix} & (b) \\
(3m \times 3m) & & (3m \times 3m) & & & & (2) \\
\end{align*}
\]

\[
\text{Kernel}_{\text{SpatialConvolutionKernel}} = \text{Kernel}_{\text{LowPass}} ** \text{Kernel}_{\text{Gaussian}} = \begin{bmatrix} 1 & 3 & 4 & 3 & 1 \\ 3 & 11 & 16 & 11 & 3 \\ 4 & 16 & 24 & 16 & 4 \\ 3 & 11 & 16 & 11 & 3 \\ 1 & 3 & 4 & 3 & 1 \end{bmatrix} & (c) & (5m \times 5m)
\]

The spatial convolution kernel in Equation (2c) defines the shape of a Gaussian distribution, and by convolving the spatial convolution kernel with the detection space, it is converted into a correlation map describing how each pixel neighborhood in the detection space is correlated with the spatial convolution kernel.
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To enlarge the kernel to match the spatial extent, the spatial convolution kernel in Equation (2c) is convolved with itself until the equivalent kernel size corresponds with the extent. The number of times that the kernel in Equation (2c) is convolved with itself is given in Equation (3), and the final equivalent kernel requiring convolving the original spatial convolution kernel \( n \) times with itself is given in Equation (4) as

\[
N_{\text{comb}} = \text{floor}\left(\frac{1}{2}(\text{Kernel Size} - 3)\right) \quad (3)
\]

\[
\text{Kernel}_{SC} = \text{Kernel}_{SC}\text{Kernelfloor}_N \quad (4)
\]

where \( \text{Kernel}_{n-1} \) is the result of convolving the spatial convolution kernel with itself \( n-1 \) times.

The estimated object’s position is described by the sensor report using position centroid and covariance (which defines the location and size of the uncertainty region). The centroid and covariance are given by

\[
X = \begin{bmatrix} \mu_x \\ \mu_y \end{bmatrix}, \quad \Lambda = \begin{bmatrix} \sigma_{xx} & \sigma_{xy} \\ \sigma_{yx} & \sigma_{yy} \end{bmatrix} \quad \mu_x = \frac{1}{N} \sum_{i=1}^{N} x_i \quad \mu_y = \frac{1}{N} \sum_{i=1}^{N} y_i \quad \sigma_{xx} = \frac{1}{N} \sum_{i=1}^{N} (x_i - \mu_x)^2 \quad \sigma_{xy} = \frac{1}{N} \sum_{i=1}^{N} (x_i - \mu_x)(y_i - \mu_y) \quad \sigma_{yy} = \frac{1}{N} \sum_{i=1}^{N} (y_i - \mu_y)^2 \quad (5)
\]

where \( x_i \) and \( y_i \) are the individual sensor reports of position estimates used to derive the centroid and covariance. We begin with the sensor report consisting of the position centroid \( X \) and the covariance \( \Lambda \). From the covariance, the one sigma distance from the centroid along the semi-major (a) and semi-minor (b) axes of the ellipse are given by

\[
a^2 = \frac{1}{2}\left[\sigma_{xx} + \sqrt{\sigma_{yy} - \sigma_{xx}^2 + 4\sigma_{xy}^2}\right] \quad b^2 = \frac{1}{2}\left[\sigma_{xx} + \sqrt{\sigma_{yy} - \sigma_{xx}^2 + 4\sigma_{xy}^2}\right] \quad (6)
\]

(along Semi-major axis) (along Semi-minor axis)

and the angle of rotation \( \theta \) of the semi-major axis is given in Equation (7) and the lengths \( a \) and \( b \) and the rotation angle \( \theta \) are used to define a rotated ellipse of the form given in Equation (7).

\[
\theta = \frac{1}{2} \arctan\left(\frac{2\sigma_{xy}}{\sigma_{yy} - \sigma_{xx}}\right)
\]

\[
\frac{[(x-h)\cos(\theta) - (y-k)\sin(\theta)]^2}{a^2} + \frac{[(y-k)\sin(\theta) + (x-h)\sin(\theta)]^2}{b^2} = 1 \quad \sigma_{xx} > \sigma_{yy}
\]

\[
\frac{[(x-h)\cos(\theta) - (y-k)\sin(\theta)]^2}{b^2} + \frac{[(y-k)\sin(\theta) + (x-h)\sin(\theta)]^2}{a^2} = 1 \quad \sigma_{xx} < \sigma_{yy} \quad (7)
\]
where \(h\) is the centroid x value, \(k\) is the centroid y value, and \(a\) and \(b\) are defined in Equation (6). The ellipse in Equation (7) defines the perimeter of the elliptical region, and to define the entire region encompassed by the ellipse, we simply change the equality (=) in Equation (7) to the less than or equal to (\(<\)) inequality so that the function includes not only the boundary, but also the locations contained within the boundary.

Because the actual location of each object is unknown, the only information that is available is contained in the sensor report in the form of a centroid and covariance. It is an incorrect assumption that the object is located at the center of the ellipse; because if this were true then the covariance information would not be needed since the true position would be defined by the centroid alone.

The semi-major axis length, semi-minor axis length, and rotation angle are converted into covariance using

\[
\sigma_{xx} = a \cdot \cos(\theta)^2 + b \cdot \sin(\theta)^2 \\
\sigma_{yy} = a \cdot \sin(\theta)^2 + b \cdot \cos(\theta)^2 \\
\sigma_{xy} = \sigma_{yx} = (b-a) \cdot \cos(\theta) \sin(\theta)
\]

Fig. 2 shows 2 examples of starting with the rotation angle and semi-major and semi-minor axis lengths deriving the covariance matrix and corresponding ellipse.

If the ellipses are placed into the detection grid directly, artifacts are introduced by aliasing and pixelization from the boundary of the ellipse. Also, as the size of an ellipse to place becomes small relative to the detection grid size, the overall shape approaches the rectangle. Therefore, to minimize scale dependent artifacts, encompassing rectangles with well-defined boundaries replace each ellipse (Press et.al., 2007). The semi-major axis of the ellipse is the hypotenuse of the triangle, and completing the rectangle yields the first approximation to an equivalent rectangle. Finally, the width of the rectangle is scaled to the semi-minor axis length to preserve the highest spatial confidence extent reported in the covariance. The length of the sides of the rectangle that are placed instead of the ellipse are given by
where $\theta$ again is the rotation angle of the semi-major axis given in Equation (7) above. The length of the semi-minor axis modifies the size of the rectangle subject to the conditions given in Equation (9), which preserves the axis with the greatest spatial location confidence. The value at each grid location inside of the rectangle is

$$Value = \frac{1}{N} = \frac{1}{x \cdot y}$$

(10)

where $x$ and $y$ are the sides of the rectangle, and if the analysis is done under the assumption that a smaller area increases the confidence that it contains an object. If on the other hand the converse is true, then $N = 1$, which implies that the confidence of an object being contained in a larger area is weighted higher than the confidence in a smaller area when the spatial vote or stacking occurs. Both forms may be used to determine how many pedigree covariance reports are associated with each respective assembly by using the sum of the values mapped into the assembly location as a checksum threshold.

Now that the rectangle extent and value is defined, the rectangles are stacked into the detection grid one at a time. This is accomplished by adding their value (1 or $1/Area$ depending on how scoring is done for testing sensor report overlap. If 1’s are placed the number of overlaps is max value in subarray, if $1/Area$ is used sum$>Area$ indicates overlap) in each rectangle to the current location in the grid where the rectangle is being stacked. Fig. 3 (left) shows as an example (obtained from the MathCAD 14 implementation in Fig. 8-13) 38 original sensor reports along a stretch of road, and (left center) is the detection grid after stacking the 38 rectangles that represent each of the sensor reports and applying the spatial convolution kernel.

Next, automatically calculate a threshold to separate the background values in the detection grid from those that represent the assemblies (anomaly detection). This threshold is
calculated as the minimum value of the non-zero grid locations plus a scale factor times the range of the values in the detection grid (set in the MathCAD implementation as 0.3 times the range (maximum minus minimum) of the non-zero values) in Fig. 3 (left center). Values that occur below this threshold are set to zero, while those that are above the threshold retain their values. Fig. 3 (right center) shows an example of applying the threshold to the detection grid in Fig. 3 (left center), resulting assembly blobs (fused objects) are shown. Also shown in Fig. 3 (right) is an example of the mask that is formed by setting all values above the threshold to one and all those below the threshold to zero.

In order to isolate the assemblies that now are simply blobs in the detection grid, we compute blob projections for both the x-axis and the y-axis of the grid by summing the mask in Fig. 3 (right) both across the rows (y-axis projection) and down the columns (x-axis projection). Fig. 4 shows examples of these assembly shadow projections, which are calculated using

\[
DX_j = \sum_{k=0}^{n_{grid}-1} D_{k,j} \quad \text{and} \quad DY_i = \sum_{k=0}^{n_{grid}-1} D_{i,k}
\]

where \(D\) is the array shown in Fig. 3 (right), \(n_{grid}\) is the grid size (128 for our example), \(DX_j\) is the x-axis projection for the \(j^{th}\) column, and \(DY_i\) is the y-axis projection for the \(i^{th}\) row.

Fig. 4. Example assembly shadow projections for the x-axis (left) and y-axis (right) for the mask shown in Fig. 4 (right).

Once these assembly shadow projections are calculated, they are renormalized so that all non-zero locations have a value of one while zero locations remain zero. Using the assembly shadow projections, horizontal and vertical lines are placed across the detection grid corresponding to the transition points from zero to one and from one to zero in the graphs in Fig. 4. Regions on the grid that are formed by intersections of these lines are labeled 1 through 45 in Fig. 5, and are the candidate assemblies that are identified (including zero frames).

Each of the 45 candidate assembly subframes are processed to remove zero frames by determining if any non-zero locations exist within its boundary. This is done by extracting the assembly subframe into its own separate array and calculating the maximum value of the array. If the maximum value is non-zero, then at least one grid unit in the array is a part of an object assembly and is labeled kept.
This is repeated for each of the subframes that are identified. Once the subframes have been processed, we repeat this process on each subframe one at a time to further isolate regions within each subframe into its own candidate assembly. This results in subframes being broken up into smaller subframes, and for all subframes found, the centroid and covariance is calculated. This information is used by the object and assembly tracking routines to improve object and assembly position estimates as a function of motion and time. As a result of this processing, the number of candidate assembly subframes in Fig. 5 is reduced from 45 to 12 (the number of isolated red regions in the grid). The final results after applying the SV algorithm to the stacked rectangles in Fig. 6 (center) results in the graphic shown in Fig. 6 (right).

**4. Heptor**

From an isolated SV target, we have available the geospatial distribution attributes (X and Y or latitude and longitude components characterized independently, including derivatives across cluster size transitions), and if physics based features exist, Brightness (including
derivatives across cluster size transitions), Amplitude, Frequency, Damping, and Phase. Each of these attributes is characterized with a fixed template of descriptive parametric and non-parametric (fractal) features collectively termed a Heptor (vector of seven (7) features) and defined in Equations (12) – (18) as:

\[
\sigma = \sqrt{\frac{1}{N-1} \sum_{j=1}^{N} (x_j - \bar{x})^2} \quad (12) \\
\text{Skew} = \frac{1}{N} \sum_{j=1}^{N} \left[ \frac{x_j - \bar{x}}{\sigma} \right]^3 \quad (13)
\]

\[
Kurt = \left\{ \frac{1}{N} \sum_{j=1}^{N} \left[ \frac{x_j - \bar{x}}{\sigma} \right]^4 \right\} - 3 \quad (14) \\
M6 = \left\{ \frac{1}{N} \sum_{j=1}^{N} \left[ \frac{x_j - \bar{x}}{\sigma} \right]^6 \right\} - 15 \quad (15)
\]

\[
M8 = \left\{ \frac{1}{N} \sum_{j=1}^{N} \left[ \frac{x_j - \bar{x}}{\sigma} \right]^8 \right\} - 105 \quad (16) \\
\text{Re}(J_{\nu}) = \min \left( \lim_{\Delta J \to 0} \left[ \frac{\log \left( \frac{\text{Range}}{\sigma N_j} \right)}{\log \left( \frac{1}{N} \right)} \right] \right) \quad (17)
\]

\[
DH = 1 + \log \left( \frac{1}{N} \sum_{j=1}^{N-1} \sqrt{1 + \left( \frac{x_j - \bar{x}}{\text{Range}} \right)^2} \right) \quad (18)
\]

The basic Heptor can be augmented by additional features that may exist, but in their absence, the Heptor represents an excellent starting point. Equations (19) to (23) lists some additional features that can be used to augment the Heptor.

\[
\bar{x} = \frac{1}{N} \sum_{j=1}^{N} x_j \quad (19) \\
\text{Min} = \min(x) \quad (20) \\
\text{Max} = \max(x) \quad (21) \\
\text{Range} = \text{Max} - \text{Min} \quad (22) \\
\text{ChiSq} = N - (N-1)\sigma^2 \quad (23)
\]

The features are associated with a category variable (class) for 1=no target or nominal, and 2=target or off-nominal. The next step is to drive a classifier to associate the features with class in a practical fashion. Here we use the Data Model since very few examples are available, and not enough to discern statistical behavior. For this, we want to populate a knowledge base which encodes all examples encountered as observed and identified species. This mandates a scalable, bottom-up approach that is well suited to the Group Method of Data Handling (GMDH) approach to polynomial network representation.

5. SV Simulation in MathCAD 14

SV has been implemented in MathCAD 14, C, and Java. Included in this work (Figs. 8-13) is the MathCAD 14 implementation, which facilitates the ability to generate Monte Carlo ensemble cases used in deriving the Data Model decision architecture described in later sections of this chapter.
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A. SV Initialization

- Single Componet Targets? display = 0
- Vote mode = 0 for 1/N filling, and no single component targets
- Vote mode = 1 for filling with 1's
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Display Single Componet Targets?

Votemode := 0

_maxseparation := 5
_max obj separation

nsize := 128
_number of targets per epoch

res := 1 m

Grid Size

isigma := 1

For placing ellipses

ntgt := 3

Number of targets per epoch

sx := 6

Max number of components per target

B. Kernel Initialization

\[ \begin{align*}
    i & = 0, \text{ nsise} - 1 \\
    j & = 0, \text{ nsise} - 1 \\
    t & = \text{ nsise} \cdot \text{ res} \\
    t & = 128 \text{ meters by } t = 128 \text{ meters grid ( } \text{ res} = 1 \text{ meter resolution)}
\end{align*} \]

\[ \begin{align*}
    \text{ksize} & = \text{floor}(\text{nsise} + 0.5) - 1, \text{jsize} = 5 \\
    \text{ksize} & = \text{floor}(\text{ksize} + 2) - 1 \\
    \text{ksize} & = 5 \text{ kernel size to detect the selected max separation}
\end{align*} \]

\[ \text{ncomb} = \text{floor}(\text{ksize} - 3) / 2 - 1 \text{ ncomb} = 0 \]

_number of LP/G passes required to build

Kcomb := FFTCON(LP, GK)

Kcomb := 1

Kcomb := 2

Kcomb := if (ksize > 2 \& ksize < 4, GK, K2)

KF := if (ksize > 2 \& ksize < 4, GK, K2)

C. Calculate final correlator kernel

\[ \text{LPK} \text{ floor}(\text{nsise} + 0.5) - 1, \text{ij}, \text{floor}(\text{nsise} + 0.5) - 1, \text{ik} \text{ := } \text{LP} \cdot \text{ij}, \text{ik} \text{ / 11} \]

\[ \begin{align*}
    \text{GK} \text{ floor}(\text{nsise} + 0.5) - 1, \text{ij}, \text{floor}(\text{nsise} + 0.5) - 1, \text{ik} \text{ := } \text{G} \cdot \text{ij}, \text{ik} / 16
\end{align*} \]

\[ \text{KF} \text{, ik} = \text{Kcomb} \]

\[ \text{ir1 := 0, nsise - 1} \]

\[ \text{rpol} \text{, ir1 := } \sum_{i = 0}^{\text{norder}} \sum_{i = 0}^{\text{norder}} \text{MM} \cdot \text{ir1} \]

\[ \text{KF} \]

D. Initialize detection grid and road

\[ \begin{align*}
    \text{sx} & = \text{sx} \cdot \text{RD}(\text{kkk1} + \text{ir1}) \\
    \text{ky} & = \text{ky} \cdot \text{RAD}(\text{kkk1} + \text{ir1}) \\
    \text{rottheta} & := 180
\end{align*} \]

\[ \begin{align*}
    \text{txy} & := \text{tx} \cdot \text{cos}(\text{th}) + \text{sva} \cdot \text{sin}(\text{th}) \\
    \text{tyxy} & := \text{ty} \cdot \text{cos}(\text{th}) - \text{sva} \cdot \text{sin}(\text{th})
\end{align*} \]

\[ \text{CT} := \begin{pmatrix}
    \text{txxy} \\
    \text{tyxy}
\end{pmatrix} \]

E. Initialize truth locations

\[ \begin{align*}
    \text{sx} & = \text{sx} \cdot \text{nsise} - 1 \\
    \text{ntgt} & := \text{ntgt} \cdot 0. \text{ntgt} - 1 \\
    \text{ty} & := \text{floor}((\text{jtgt} + 1) \cdot \text{sx} + \text{jtgt} \cdot \text{sy} + 1) / 0.5
\end{align*} \]

\[ \text{txy} := \text{tx} \cdot \text{cos}(\text{th}) + \text{sva} \cdot \text{sin}(\text{th}) \]

\[ \text{tyxy} := \text{ty} \cdot \text{cos}(\text{th}) - \text{sva} \cdot \text{sin}(\text{th}) \]

\[ \text{CT} := \begin{pmatrix}
    \text{txxy} \\
    \text{tyxy}
\end{pmatrix} \]

Fig. 8. Part 1 of MathCAD 14 implementation of SV.
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Fig. 9. Part 2 of MathCAD 14 implementation of SV.
Fig. 10. Part 3 of MathCAD 14 implementation of SV.
Fig. 11. Part 4 of MathCAD 14 implementation of SV.
### Heptor value $J$ in Equation 17

$J(A) = \begin{cases} 
  \text{h} \leftarrow \text{rows}(A) \\
  \ystat \leftarrow 1 \\
  \yold \leftarrow 2 \\
  j \leftarrow 0 \\
  \text{if } (\max(A) - \min(A)) \neq 0 \\
  \text{while } \left| \text{yold} - \text{Re}(\ystat) \right| > .0001 \\
  \text{yold} \leftarrow \text{Re}(\ystat) \\
  \text{if } \text{Im}(\ystat) = 0 \\
  \text{i} \leftarrow \text{ln} \left( \left( \text{Re}(\ystat) \right)^{-1} \right) \\
  \text{lgi} \leftarrow \text{sign} \left( \left( \text{Re}(\ystat) \right)^{-1} \right) \\
  \text{i} \leftarrow \text{logi} \cdot n \cdot 0.5 \\
  \text{otherwise} \\
  \text{xx} \leftarrow \text{Re}(\ystat) \cdot \left( \ystat^2 \right) \\
  \text{yy} \leftarrow -\text{Im}(\ystat) \cdot \left( \ystat^2 \right) \\
  \text{if } \text{xx} \left( |\ystat^2| \cdot \text{xx} \cdot 1 \right) > 0 \\
  \text{acot} \leftarrow \text{atan} \left( |\ystat^2| \cdot \text{xx}^{-1} \right) \\
  \text{abc} \leftarrow 0 \\
  \text{if } \text{xx} \left( |\ystat^2| \cdot \text{xx} \cdot 1 \right) = 0 \\
  \text{acot} \leftarrow 0.5 \cdot \pi \\
  \text{abc} \leftarrow 0 \\
  \text{if } \text{xx} \left( |\ystat^2| \cdot \text{xx} \cdot 1 \right) < 0 \\
  \text{acot} \leftarrow \pi + \text{atan} \left( |\ystat^2| \cdot \text{xx}^{-1} \right) \\
  \text{abc} \leftarrow 0 \\
  \text{logr} \leftarrow \text{ln} \left( |\ystat^2| \cdot |\ystat^2| \cdot 0.5 \right) \\
  \text{logi} \leftarrow \text{sign}(\ystat) \cdot \text{acot} \\
  \ystat \leftarrow \text{max}(A) - \text{min}(A) \\
  \ystat \leftarrow \ystat \cdot n \cdot 1. \text{ Std}(A)^{-1} \\
  \ystat \leftarrow \text{ln} \left( \ystat \cdot \left( \text{ln}(n+1) \right)^{-1} \right) \\
  \ystat \leftarrow \ystat + \text{ig} \cdot \left( \text{ln}(n+1) \right)^{-1} \\
  j \leftarrow j + 1 \\
  \text{abc} \leftarrow 0 \\
  \text{h} \leftarrow \text{Re}(\ystat) \\
  \text{h} \leftarrow 1 \text{ if } \text{h} > 1 \\
  \text{h} \leftarrow 0 \text{ if } \text{h} < 0 \\
  \text{h} \leftarrow \text{h}^{-1} \text{ if } \text{h} \geq 0.5 \\
  \text{h} \leftarrow (1 - \text{h})^{-1} \text{ otherwise} \\
\end{cases}$

### Heptor (Equations 12 - 18) in this chapter

$\text{PLCRI}(I) = \begin{cases} 
  n \leftarrow \text{rows}(I) \\
  \text{if } n \cdot 1 \geq 0 \\
  \text{for } i \in 1.. \text{rows}(I) - 1 \\
  A \leftarrow 0 \\
  m \leftarrow 0 \\
  \text{for } j \in 0.. \text{rows}(I) - 1 \\
  \text{for } k \in 0.. \text{cols}(I) - 1 \\
  \text{if } i \neq k \text{ then } \text{E2RI}(j, i) \text{ else } \text{E2RI}(i, j) \\
  \text{else } \text{E2RI}(i, j) \\
  \text{end} \\
  \text{end} \\
  \text{end} \\
\end{cases}$

### PLC places rectangles

**Calls E2RC (ellipse to rectangle) for multiple covariance ellipses**

**Returns array with rectangles stacked along with min and max x and y locations for each rectangle extent**

**PLC places rectangles**

**Calls Heptor for each candidate assembly frame and determines if a truth location is within the assembly (sets output variable for use in Data Model K-G algorithm used to derive the Decision Architecture)**

---

Fig. 12. Part 5 of MathCAD 14 implementation of SV.
Fig. 13. Part 6 of MathCAD 14 implementation of SV.
The first 2 pages (Fig. 8 and 9) list the overall structure of the SV algorithm implementation (the main program body), and each of these 2 pages has been broken up into lettered sections with brief descriptions of each section. The remaining 4 pages (Fig. 10-13) are individual MathCAD programs that implement each of the specific functions used in SV, along with a general description of each function. When the MathCAD 14 document is loaded, a single case is generated. In order to vary the road and object placements, new individual cases can be generated by increasing the value of \( kk1 \) (Fig. 9, Section I at the bottom of the figure) in integer steps. Alternatively, Monte Carlo cases can be generated using the Tool/Animation/Record pull down menu to load the movie recording capability in MathCAD 14. Place a fence around the \( kk1 \) equation and set the FRAME variable to range from 0 to the number of Monte Carlos desired and set the time step to 1. The resultant HEPTOR features for each Monte Carlo are written into the file feats.out in the HEPFRAME directory containing the MathCAD 14 document before starting this process so that only the selected Monte Carlo cases are written into the file).

### 6. Classifier KG algorithm

To derive a general mathematical Data Model (Jaenisch and Handley, 2003), it is necessary to combine multiple input measurement variables to provide a classifier in the form of an analytical math model. Multivariate linear regression is used to derive an \( O(3^n) \) Data Model fusing multiple input measurement sources or data sets and associated target label definitions. This is accomplished using a fast algorithm (flowchart in Fig. 14) that derives the coefficients of the approximation to the Kolmogorov-Gabor (KG) polynomial (which they proved to be a universal function or mathematical model for any dynamic process)

\[
y(x_1, x_2, \ldots, x_L) = a_0 + \sum_i a_i x_i + \sum_{i} \sum_{j} a_{ij} x_i x_j + \sum_{i} \sum_{j} \sum_{k} a_{ijk} x_i x_j x_k + \cdots (24)
\]

which takes all available inputs in all possible combinations raised to all possible powers (orders).

Fig. 14. Multivariable Data Model algorithm flowchart.
The full KG multinomial is impractical to derive directly. One method for approximating the KG polynomial is the Group Method of Data Handling (GMDH) algorithm (Madala and Ivakhnenko, 1994), which has been improved upon by the author into Data Modeling. Data Modeling uses multivariable linear regression to fit combinations of input variables (up to a user specified number at a time) to find the minimum error using either correlation or root sum square (RSS) differences between the regression output and the objective function. The best of these combinations (user specified number) are retained and used as metavariables (new inputs) and the process repeated at the next layer. Layering is terminated when overall desired RSS difference is minimized (Jaenisch and Handley, 2009). Figs. 16-20 on the following pages contain a MathCAD 14 implementation of Data Model K-G algorithm that was used to build the decision architecture in Section 7, and as before, Fig. 16 is broken up into sections for explanation.

7. Decision Architecture

It is possible to identify an optimal subset of the exemplars using available support vector finding machines; however, a good rule of thumb is to use 10% of the available exemplars. The SV algorithm in Figs. 8-13 was run for 50 epochs (FRAME ranging from 0 to 49), generating a total of 320 exemplars. The first 1/3 of these points (107 exemplars) was used as input into the MathCAD 14 document in Figs. 16-20. Fig. 16 shows the output results from this Data Model graphically at the bottom of the page. Two thresholds were set (lower threshold at 0.89 and an upper threshold at 1.92), and the exemplars cases which fell between these two thresholds were pulled out as the support vectors (87 of the 107 original cases were selected as support vectors) using the EXTR function provided.

Starting with these 87 exemplars, a new Data Model was generated using the decision architecture construction/execution flowchart in Fig. 15. Each node was constructed using the exemplars siphoned from the previous node (using EXTUP in the MathCAD document). The number of layers (nlay) was changed to 2 to make the Data Models shorter for publication in this work. A total of 3 nodes (bulk filter plus 2 resolvers) were required to learn these 87 support vector exemplars (with care taken to preserve each Data Model BASIC source code written out from the MathCAD 14 document at each siphon point along with the exemplar data).

![Fig. 15. Decision architecture construction/execution flowchart.](www.intechopen.com)
Derive Multi-Variable Data Model

A. Initialization

\[
\begin{align*}
\text{prec} & \approx 2, \quad \text{exite} \approx 0.0001, \quad \text{nfwd} \approx 3, \quad \text{nlay} \approx 4, \quad \text{maxvar} \approx 3, \quad \text{maxorder} \approx 3, \quad X_1 := \text{READPRN}(\text{"feats.out"}) \quad \text{nins} \approx 7, \\
\text{Calc Prec} & \quad \text{Exit Criteria} \quad \# \text{metvar forward} \quad \# \text{Layers} \quad \# \text{ins per bldg blk} \quad \text{Max bldg blk} \quad \text{Data file from SV} \quad \# \text{inputs} \\
\text{outcol} & \approx 7, \quad \text{nsamp} \approx 10^7 \\
\text{Output Data Col} & \quad \# \text{samps to build DM}
\end{align*}
\]

B. Pull out samples and Sort into ascending order on output (for visualization)

\[
i := 0, \quad \text{nsamp} - 1, \quad j := 0, \quad \text{nins} - 1, \quad X_{2,i,j} := X_{1,i,j}, \quad X_{1,i,j} := X_{1,i,j}, \quad X_2 := \text{CSORT}(X_2, \text{outcol}) \quad X_{i,j} := X_{2,i,j}
\]

C. Supply names for inputs and output

\[
\text{Input names: (z1 to z7)} \quad \text{OutName} := \"y\"
\]

D. Z-score inputs and output

\[
x_{avg,j} := \text{rfft}\{\text{mean}(X_{,j})/\text{prec}\} \quad x_{dev,j} := \text{rfft}\{\text{ADEV}(X_{,j})/\text{prec}\} \quad y_{avg} := \text{rfft}\{\text{mean}(Y)/\text{prec}\}
\]

E. Perform Multivariable linear regression (K-G) algorithm process

\[
\text{fit} := \text{MULTIV}(X_{,\text{cols}(X) - 1}, y_{\text{dev}}, \text{prec}) \quad X_{i,j} := x_{avg,j} - x_{dev,j} \quad y_{i,j} := y_{\text{avg}} - y_{\text{dev}}
\]

F. Undo Z-scoring on output to score

\[
rss := \sqrt{\sum_i (k_{\text{model}_i} - y_{i})^2} \quad rss = 2.99
\]

G. Tools for siphoning (used in decision architecture construction)

\[
\text{B} := \text{EXTR}(X_{\text{tmp}}, \text{kgmodel}, \text{ithresh}, \text{uthresh}) \quad \text{Used to select support vectors (between thresholds)} \quad \text{B} := \text{EXTPU}(X_{\text{tmp}}, \text{kgmodel}, \text{uthresh}) \quad \text{Enable for siphoning}
\]

H. Write Out Data Model BASIC code

\[
\text{f} := \text{"output.bsm"}, \quad \text{iscal} := 1, \quad \text{jscal} := 1 \quad \text{KG output Data Model file} \quad \text{C1} := \text{READPRN}(\text{"findm.bsm"})
\]

\[
\text{H} := \text{C1}, \quad \text{H} := \text{OutName} \quad \text{H} := \text{yavg} \quad \text{H} := \text{ydev} \quad \text{H} := \text{fit} \quad \text{H} := \text{prec} \quad \text{H} := \text{InNam} \quad \text{H} := \text{xavg} \quad \text{H} := \text{xdev}
\]

\[
\text{mean}(A) := \text{ym} \leftarrow 0 \quad \text{ym} \leftarrow \text{ym} + \frac{A_i}{\text{rows}(A)} \quad \text{ym} \leftarrow \text{ym} + \frac{A_i}{\text{rows}(A)} \quad \text{ym} \leftarrow \text{ym} + \frac{A_i}{\text{rows}(A)}
\]

\[
\text{Calculates the mean of 1-D vector A}
\]

Fig. 16. Part 1 of MathCAD 14 implementation to derive a multivariable Data Model.
Fig. 17. Part 2 of MathCAD 14 implementation to derive a multivariable Data Model.
Fig. 18. Part 3 of MathCAD 14 implementation to derive a multivariable Data Model.

Fig. 19. Part 4 of MathCAD 14 implementation to derive a multivariable Data Model.
Fig. 19. Part 4 of MathCAD 14 implementation to derive a multivariable Data Model.
Fig. 20. Part 5 of MathCAD 14 implementation to derive a multivariable Data Model.
Fig. 21 shows the results of processing all of the 87 training exemplars thru the bulk filter and 2 resolver Data Models in this process (Jaenisch et al., 2002)(2010). All examples for which the Data Model returns a value inside the lower and upper thresholds (labeled Declare on each graph) are declared targets, while those outside the upper and lower thresholds are deferred until the last resolver, where a reject decision is made. Rollup equations for each node in the decision architecture are also provided under each graph in Fig. 21. The coefficients in front of each variable are derived by first determining how many times the variable occurs in the actual multinomial, normalizing each by dividing by the number of occurrences of the least frequently occurring variable, summing the result, and dividing each result by the sum. By normalizing by the least frequently occurring variable first and then turning the number into a percentage by dividing by the result sum, the coefficients describe the key and critical feature contribution in the full Data Model.

![Diagram of the decision architecture](image)

The 3 BASIC files saved from deriving each of the nodes were combined together into the single decision architecture BASIC program given in Figs. 22 and 23. The value for each node in the decision architecture was converted into a confidence using the normal probability distribution defined by

$$Conf = \exp[-0.5(((Val - m) / s)^2)]$$

(25)

where Val is the value returned by the individual node in the decision architecture, m is the average between the upper and lower declare thresholds, and s (normally in the distribution the standard deviation) the value required so that Equation 25 returned a value of 0.9 (90% confidence) at the declaration thresholds. At the upper declaration threshold, no potential targets with a confidence of less than 90% are ever allowed to be declared, since they are labeled as defer by the decision architecture. All of the 320 examples were processed thru the decision architecture, yielding a probability of detection (Pd) of 0.65 and a probability of false alarm (Pfa) of 0.16.
Fig. 22. BASIC source code for the decision architecture (Part 1 of 2).
8. Summary

We use the Spatial Voting (SV) process for fusing spatial positions in a 2-D grid. This process yields a centroid and covariance estimate as the basis of robust cluster identification. We calculate a series of geospatial features unique to the identified cluster and attempt to identify unique and consistent features to enable automated target recognition. We define the geospatial features and outline our process of deriving a decision architecture populated with Data Models. We attempt to identify the support vectors of the feature space and enable the smallest subsample of available exemplars to be used for extracting the analytical rule equations. We present details of the decision architecture derivation process. We construct ambiguity resolvers to further sieve and classify mislabeled sensor hits by deriving a new resolver Data Model that further processes the output from the previous layer. In this fashion through a cascade filter, we are able to demonstrate unique classification and full assignment of all available examples even in high dimensional spaces.
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This book aims to explore the latest practices and research works in the area of sensor fusion. The book intends to provide a collection of novel ideas, theories, and solutions related to the research areas in the field of sensor fusion. This book is a unique, comprehensive, and up-to-date resource for sensor fusion systems designers. This book is appropriate for use as an upper division undergraduate or graduate level textbook. It should also be of interest to researchers, who need to process and interpret the sensor data in most scientific and engineering fields. The initial chapters in this book provide a general overview of sensor fusion. The later chapters focus mostly on the applications of sensor fusion. Much of this work has been published in refereed journals and conference proceedings and these papers have been modified and edited for content and style. With contributions from the world's leading fusion researchers and academicians, this book has 22 chapters covering the fundamental theory and cutting-edge developments that are driving this field.
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